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The hybridization of distinct quantum systems is now seen as an effective way to engineer the properties
of an entire system leading to applications in quantum metamaterials, quantum simulation, and quantum
metrology. Recent improvements in both fabrication techniques and qubit design have allowed the
community to consider coupling large ensembles of artificial atoms, such as superconducting qubits, to a
resonator. Here, we demonstrate the coherent coupling between a microwave resonator and a macroscopic
ensemble composed of several thousand superconducting flux qubits, where we observe a large dispersive
frequency shift in the spectrum of 250 MHz. We achieve the large dispersive shift with a collective
enhancement of the coupling strength between the resonator and qubits. These results represent the largest
number of coupled superconducting qubits realized so far.
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Quantum science has reached a very interesting stage in
its development where we are now beginning to engineer
the properties that we require of our quantum systems [1,2].
Hybridization is a core technique in achieving this, as an
additional system can be used to greatly change not only
the properties of the overall system, but also its environ-
ment [3–7]. Specifically, a hybrid system composed of
many qubits and a common field such as a cavity mode
[8,9] may provide an excellent way of realizing such
quantum engineering, leading to quantum applications
including the development of quantum simulations
[10,11], spin squeezing [12–14], and quantum metamate-
rials [15–21]. The common field can modify the environ-
ment for the qubits [22], which lets us observe interesting
many-body phenomena such as quantum phase transitions
[23–28], superradiance [29,30], and superabsorption
[31,32]. Cavities coupled with atoms, trapped ions, and
semiconductor devices are attractive candidates for realiz-
ing a hybrid device [33–35]. Although superconducting
circuits are a relatively new technology, compared with
other devices, they can be easily coupled with heterogenous
quantum systems [36–41]. In particular, a number of
superconducting resonators have been coupled to electron
spin ensembles [42–48]. If we are to investigate quantum
many-body phenomena, we will need full control over
the ensemble. In most typical superconducting circuit-
ensemble hybrid experiments, the ensemble has been
formed from a collection of either atoms or molecules
(with examples including nitrogen vacancy centers [37,38,
45,46], ferromagnetic magnons [47], and bismuth donor
spins in silicon [48]). In these cases, the characteristics of
the ensemble are set as the ensemble is formed, and are
difficult to change. However, we use configurable artificial

atoms of superconducting qubits as our ensemble due to
their in situ tunability.
Superconducting qubits are macroscopic two-level sys-

tems with significant design freedoms [49,50]. Josephson
junctions provide the superconducting circuit with non-
linearity, and we can tailor the qubit properties by changing
the design of the circuit. Frequency tunability [51,52],
coherence time control [53], tunable coupling strength [54],
engineering selection rules of qubit transitions [55], and
control of the level structure of the qubit [56] have been
demonstrated with the superconducting qubits. So, com-
pared with natural atoms that are the size of an angstrom, an
ensemble of the superconducting qubits has the remarkable
potential that control lines can be, in principle, routed to
each qubit to tune their individual properties such as a
frequency and coupling strength.
Besides the tunability, another key issue in terms of

observing interesting quantum phenomena is how to scale
the number of the qubits. A microwave cavity has been
coupled with multiple superconducting qubits (four trans-
mons [57–59] or eight flux qubits [60]). However, the
number of coherently coupled superconducting qubits in
the previously reported demonstration may not be large
enough for interesting applications. For a smaller number
of the qubits, it is possible to simulate the system by a
classical computer, while we need a quantum device
containing many qubits to explore quantum many-body
phenomena such as quantum phase transitions [23–30].
Also, when we use entanglement for a sensitive detection,
the difference between the performance of a quantum
device and classical one becomes larger as the number
of the qubits is increased [12–14,31,32]. So we need to
enlarge our system to many more qubits. Here, we
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demonstrate the coherent coupling between a microwave
resonator and a macroscopic ensemble composed of
several thousand superconducting flux qubits, where we
observe a large dispersive frequency shift in the spectrum
of 250 MHz.
We model our hybrid resonator-qubit ensemble system

with the Tavis-Cummings Hamiltonian which can be
written in the rotating frame of the microwave driving
frequency [61] as

H ¼ HS þHD þHI; ð1Þ

HS ¼ ℏðωr − ωÞâ†âþ ℏ
2

XN

j¼1

ðωj − ωÞσ̂z;j; ð2Þ

HD ¼ ℏΩðâ† þ âÞ; ð3Þ

HI ¼ ℏ
XN

j¼1

gjðσ̂þj âþ σ̂−j â
†Þ; ð4Þ

where HS, HD, and HI denote the system Hamiltonian,
driving Hamiltonian, and interaction Hamiltonian, respec-
tively. Here, â (â†) represents the annihilation (creation)
operator of the microwave resonator, ℏωr denotes the

energy of the resonator, ℏωj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2

j þ ϵ2j

q
denotes the

energy of the jth flux qubit where Δj is the tunneling

energy of the jth qubit, ϵj ¼ 2IjðΦðjÞ
ex − 1

2
Φ0Þ is the energy

bias, and N denotes the number of flux qubits. Here, Ij
denotes the persistent current of the jth flux qubit, Φ0

denotes the flux quantum, ΦðjÞ
ex denotes the applied mag-

netic flux. Next, Ω denotes a microwave driving field

amplitude with a frequency of ℏω, gj ¼ ðΔj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2

j þ ϵ2j

q
Þg0j

represents the effective coupling strength where g0j repre-
sents the bare inductive coupling strength calculated from
the persistent currents and inductance of the devices.

We rewrite the energy bias as ϵj ¼ 2IjðΦex þ δΦðjÞ
ex −

1
2
Φ0Þ ¼ 2IjðΦex − 1

2
Φ0Þ þ ϵ0j where Φex denotes the aver-

age applied magnetic field and ϵ0j ¼ 2IjδΦ
ðjÞ
ex denotes the

energy bias variation caused by the inhomogeneous mag-

netic flux δΦðjÞ
ex . The operating point of the flux qubits can

be tuned by applying the magnetic flux, which results in the
change in ϵ and g.
Now, we can calculate the transmitted photon intensity

of the microwave resonator as follows. By solving the
Heisenberg equations in the steady state limit with a weak
coupling regime [62–64], we obtain the transmitted photon
intensity TðωÞ (see Supplemental Material [65])

jTðωÞj2 ≃ jΩj2
½ω − ðωr þ δωrÞ�2 þ ðγr þ δγrÞ2

; ð5Þ

δωr ¼ −
XN

j¼1

g2jðωj − ωrÞ tanhð ℏωj

2kBTE
Þ

ðωj − ωrÞ2 þ γ2j
; ð6Þ

δγr ¼
XN

j¼1

g2jγj
ðωj − ωrÞ2 þ γ2j

; ð7Þ

γj ¼ ½1þ ðeðℏωj=kBTEÞ − 1Þ−1�γqubit; ð8Þ

where δωr denotes a resonator frequency shift, δγr
describes the change in the resonator decay rate, γr
represents the bare decay rate of the resonator, γqubit (γj)
describes the relaxation rate of the qubit at zero (finite)
temperature, and TE denotes the environmental temper-
ature. Importantly, δγr tends to increase as the inhomo-
geneous width of the qubits becomes larger [64].
The ensemble of flux qubits is effected by inhomo-

geneous broadening, as it is difficult to make homogeneous
junctions [67]. The flux qubit has three Josephson junc-
tions, and the area of each junction has a statistical
distribution with mean values of βk and a standard deviation
of σk (k ¼ 1, 2, 3) for the three junctions. In our modeling,
we assume a Gaussian distribution for these. The broad-
ening results in variations in the persistent current and the
tunneling energy of the flux qubit. The applied magnetic
field is also inhomogeneous, which induces the fluctuation
distribution in ϵ0. It is worth mentioning that g0j and ϵ0j
values are proportional to the Ij value, and so, we can
rewrite these as g0j ¼ gIj=I and ϵ0j ¼ ϵ00jIj=I where I and g
denote the average value of the persistent current and
coupling strength, respectively. Further, we assume a
Gaussian distribution for the value of ϵ00j with a mean
value of zero and a standard deviation of δϵ00 (see
Supplemental Material [65]).
Now, let us explain our experiment where thousands of

superconducting flux qubits are coupled with a super-
conducting resonator. Since the resonant frequency of the
superconducting flux qubits is sensitive to small changes in
the fabrication conditions [67], the superconducting flux
qubits suffer from inhomogeneous broadening of a few
GHz. In principle, we could tune the frequency of indi-
vidual qubits with control lines routed to them [51,52].
However, even in the current technology, the collective
coupling of superconducting flux qubits with a common
resonator can overcome this inhomogeneity. The coupling
strength gð≃14.3 MHzÞ between the resonator and each
qubit is enhanced by

ffiffiffiffi
N

p
times where N is the number of

flux qubits [68,69], letting us obtain
ffiffiffiffi
N

p
g as a collective

coupling strength. This results in N times enhancement for
the dispersive frequency shift of the resonator, allowing us
to observe the signal of the coupling even under the effect
of the inhomogeneous broadening.
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We fabricated two samples of a microwave resonator
coupled with 4300 flux qubits on a Si wafer where each
sample has a different alpha value [67]. The flux qubits
share an edge with the inductor line of the resonator. The
flux qubit consists of a loop interrupted by three
Al-Al2O3-Al Josephson junctions. We designed the area
of one junction to be α times smaller than those of the other
two junctions. The value of EJ=Ec is 75 where EJ ðEcÞ
denotes a Josephson (charge) energy. Our experimental
setup is shown in Fig. 1. We measure the microwave
transmission properties of the resonator system by a net-
work analyzer. The sample was placed in a dilution
refrigerator operating at 20 mK. We can apply magnetic
fields perpendicular to the flux qubits, and this can change

the operating point of the flux qubit. Further, we can change
the temperature from below 10 mK (base temperature) to
230 mK by a heater (see Supplemental Material [65] for
details).
Spectroscopy was performed on the resonator coupled

with thousands of flux qubits for the two separate devices
(samples A and B) with different designed α values. The
frequency of maximum transmission indicates the reso-
nance of our device composed of superconducting flux
qubits and a microwave resonator where we vary the
driving microwave frequency. In our experiment, we
observed a resonator frequency shift due to coupling with
the flux qubits. One of the sample shows a negative
frequency shift of the resonator [Fig. 2(a)]. This suggests

FIG. 1. Our hybrid device is composed of 4300 superconducting flux qubits embedded in an LC resonator. These flux qubits are
coupled with the resonator via mutual inductance. We show in (a) an optical microscope image, (b) a scanning electron micrograph
(in false colors), and (c) a schematic view of our device where a flux qubit has three junctions with one of them being smaller than the
other. Spectroscopy is performed on this device by measuring the photons transmitted from the resonator.

FIG. 2. Experimental results and numerical simulations of the energy spectrum of a microwave resonator coupled to an ensemble of
flux qubits. For sample A, we used the parameters N ¼ 4300, β̄2=β̄1 ¼ 0.6285, β̄1 ¼ β̄3 ¼ 1, σ1=β̄1 ¼ σ2=β̄2 ¼ σ3=β̄3 ¼ 0.025,
ωres=2π ¼ 5.5 GHz, ḡ0=2π ¼ 14.3 MHz, δϵ00=2π ¼ 2.8 GHz, γqubit=2π ¼ 50 MHz, and γr=2π ¼ 13.3 MHz. For sample B, we used the
parameters N ¼ 4300, β̄2=β̄1 ¼ 0.7815, β̄1 ¼ β̄3, σ1=β̄2 ¼ σ2=β̄2 ¼ σ3=β̄3 ¼ 0.055, ωres=2π ¼ 6.4 GHz, ḡ0=2π ¼ 9.2 MHz,
δϵ00=2π ¼ 2.6 GHz, γqubit=2π ¼ 50 MHz, and γr=2π ¼ 12.2 MHz. (c) Temperature dependence of the energy spectrum of a microwave
resonator coupled to thousands of flux qubits. We use the same parameters as those in Fig. 2. From the top, we plot the results with
TE ¼ 50 mK (red), TE ¼ 100 mK (green), TE ¼ 150 mK (blue), TE ¼ 200 mK (pink), TE ¼ 223 mK (cyan).
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that the tunneling energy of the flux qubits is larger than the
resonator frequency. The other sample shows both positive
and negative frequency shifts in the spectrum [Fig. 2(b)].
This can occur when the tunneling energy of the flux qubits
is smaller than the resonator frequency. In such a case, the
flux-qubit energy can cross the resonator frequency by
applying a magnetic field. Although we cannot observe the
vacuum Rabi splitting of the qubit-resonator anticrossing
due to our large inhomogeneous broadening of a few
GHz, the frequency shift indicates the collective coupling
between them. We also measured the temperature depend-
ence of the resonator frequency where we plot the fre-
quency of the resonator in the spectroscopic measurements
[Fig. 2(c)]. This shows that an increase in the temperature
tends to suppress the frequency shift of the resonator.
This demonstrates that we can control the strength of the
collective coupling.
For sample A, we have observed a large negative

resonator-frequency shift of δωr=2π ≃ 250 MHz, and we
reproduce this with our model [Fig. 2(a)]. From our
modeling, the mean value (standard deviation) of the
tunneling energy of the flux qubits is estimated as Δ=2π ¼
9.74 GHz (σΔ=2π ¼ 1.7 GHz). The negative resonator-
frequency shift of δωres=2π ≃ 250 MHz can be understood
as the dispersive energy shift [8,70]. Since this experiment
is implemented in a dilution refrigerator with a temperature
of 50 mK, the flux qubit is prepared in the ground state as
long as the qubit energy is much larger than the thermal
energy of kBT=2πℏ≃ 1 GHz. When most of the flux
qubit energy is well above the resonator frequency, each
qubit induces a negative resonator frequency shift of
−jgjj2=ðωj − ωrÞ. Because of a collective effect that occurs
as an enhancement of a coupling strength when qubits are
coupled with a common mode [68,69], we can achieve a
large dispersive shift of δωres=2π ≃ 250 MHz for sample
A. Although the individual coupling g0=2πð¼ 14.3 MHz) is
small, the collective effect enhances the coupling strengthffiffiffiffi
N

p
times [68,69]. Because of the inhomogeneously

broadened ensemble of the qubit, the width of the hybrid
device’s resonance feature becomes larger as the energy
bias of the flux qubits approach zero as shown in Fig. 2(a).
This can be understood as follows. As the operating point
of the flux qubits approaches the optimal one, the detuning
between the flux qubit and the resonator becomes smaller,
while the coupling between them becomes larger, and this
induces additional decay in the resonator due to the
inhomogeneous broadening of the flux qubits.
Importantly, these experimental results provide an order

estimation of the number of flux qubits coupled with
the resonator. The bare coupling strength between a single
flux qubit and the resonator is described as g0j ¼
MqrIj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωr=2ℏL

p
where L denotes the inductance of the

resonator and Mqr denotes a mutual inductance between
the flux qubit and the resonator. We can estimate these
values as M ≃ 10 pH and L≃ 100 nH from numerical

simulations, and so we obtain g0j=2π ≃ 16 MHz for
ωr=2π ¼ 5.5 GHz and Ij ¼ 250 nA. On the other hand,
by reproducing the spectroscopic measurements in Fig. 2,
we estimate the average bare coupling strength as g0=2π ≃
14.3 MHz where we assume N ¼ 4300. This small discrep-
ancy in the estimated coupling strength of g0j might indicate
that, although we intended to fabricate 4300 flux qubits,
some of themwould not work as qubits because of imperfect
fabrication. This could mean that the actual number of flux
qubits contributing to the collective enhancement might be
smaller than 4300. However, from these estimations, we can
at least conclude that thousands of flux qubits should be
involved in the collective coupling with the resonator,
because otherwise, experimental results such as the large
dispersive shift of δωres=2π ≃ 250 MHzcannot be explained
by the parameters N < 1000 and g0j=2π ≃ 16 MHz.
For sample B, we observed both a negative and a positive

frequency shift of tens of MHz, and we can reproduce the
experimental spectroscopic results with our theoretical
model [Fig. 2(b)]. From these theoretical calculations, the
mean value (standard deviation) of the tunneling energy
of the flux qubits is estimated to be Δ=2π ¼ 1.17 GHz
(σΔ=2π ¼ 1.1 GHz). Since this is smaller than ωres, the
average frequency of the flux qubits can match the resonator
frequency when an appropriate amount of the magnetic flux
is applied on the flux qubits. It is worth mentioning that, as
the operating point approaches the optimal one, the coupling
strength becomes stronger in ourmodel. This results in both a
larger frequency shift and an additional broadening effect on
the resonator spectrum. The latter can be explained by a
stronger coupling with the noisy qubit ensemble that suffers
from inhomogeneous broadening. The dispersive frequency
shift of the resonator around the optimal point for sampleB is
δωres=2π ≃ 16 MHz, which is much smaller than the shift
observed in sample A. This is due to the small tunneling
energy (Δ=2π ∼ 1 GHz) of the flux qubit where the thermal
energy depolarizes the flux qubit, which weakens the
dispersive shift.
We can reproduce the temperature dependence of the

spectroscopic measurements with our model as shown in
Fig. 2(c). The temperature dependence becomes clearer as
the flux qubit approaches the optimal point where the
energy of the flux qubit reaches its minimum. This can be
understood as follows. When the thermal energy is much
larger than the flux qubit energy, the state of the flux qubits
becomes an almost completely mixed state, and half of the
flux qubits induce a positive dispersive shift, while the
other flux qubits induce a negative dispersive shift, which
cancels out the collective enhancement of the coupling
strength. So our experiment demonstrates a control of the
strength of the collective coupling by changing the temper-
ature. On the other hand, when the energy bias of the flux
qubit becomes large, the resonator frequency shift becomes
almost independent of the temperature because the flux
qubit is not significantly effected by the thermal effect.
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Interestingly, on top of the dispersive shift, we observe
numerous small energy shifts in the spectroscopy in the
experiments and simulations [see Fig. 2(c)]. These peaks
are reproducible over multiple experiments, and so, they
do not correspond to noise. In the limit of a large number
of qubits coupled with the resonator, we should observe
the dispersive frequency shift and/or vacuum Rabi splitting
in the spectroscopy, because we can consider the qubit
ensemble to be a single harmonic oscillator by the
continuum limit [64]. On the other hand, when the
resonator is coupled with the large but finite number of
the flux qubits in our experiment, the discrete nature of
each flux qubit induces such numerous additional peaks.
In conclusion, we have reported experiments to show

collective coupling between a superconducting resonator
and an ensemble of superconducting flux qubits. We have
observed the large dispersive frequency shift of the reso-
nator, and this demonstrates a collective behavior of the
superconducting qubits. Our analysis indicates that thou-
sands of superconducting qubits contribute to the coupling.
These results represent the largest number of coupled
superconducting qubits realized so far. Our system has a
number of potential applications. Such applications include
quantum field sensing, where the flux qubit ensemble can
be squeezed via the interaction with the resonator [12–14].
Superradiance [30] and superabsorption [31,32] is another,
where entanglement between the flux qubits plays an
essential role to emit or absorb resonator photons in a
collective way. Demonstration of these phenomena would
require only global control and could realistically be
implemented in our device.
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