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The t2g orbitals of an edge-shared transition-metal oxide with a honeycomb lattice structure form
dispersionless electronic bands when only hopping mediated by the edge-sharing oxygens is accessible.
This is due to the formation of isolated quasimolecular orbitals (QMOs) in each hexagon, introduced
recently by Mazin et al. [Phys. Rev. Lett. 109, 197201 (2012)], which stabilizes a band insulating phase for
t52g systems. However, with the help of the exact diagonalization method to treat the electron kinetics and

correlations on an equal footing, we find that the QMOs are fragile against not only the spin-orbit coupling
(SOC) but also the Coulomb repulsion. We show that the electronic phase of t52g systems can vary from a

quasimolecular band insulator to a relativistic Jeff ¼ 1=2Mott insulator with increasing the SOC as well as
the Coulomb repulsion. The different electronic phases manifest themselves in electronic excitations
observed in optical conductivity and resonant inelastic x-ray scattering. Based on our calculations, we
assert that the currently known Ru3þ and Ir4þ based honeycomb systems are far from the quasimolecular
band insulator but rather the relativistic Mott insulator.
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Introduction.—Physical properties of 4d and 5d tran-
sition metal (TM) compounds with nominally less than six
d electrons are determined by the t2g manifold because of a
strong cubic crystal field. A strong spin-orbit coupling
(SOC) causes t2g orbitals to split into effective total angular
momenta jeff ¼ 1=2 and 3=2. The relativistic electronic
feature in these TM compounds has drawn much attention
recently as exotic electronic, magnetic, and topological
phases have been expected, including a Jeff ¼ 1=2 Mott
insulator [1–5], superconductivity [6,7], topological insu-
lator [8,9], Weyl semimetal [10,11], and spin liquid [12,13].
Among them, the research on t52g systems forming a
honeycomb lattice structure with edge-sharing ligands
has been triggered by the possibility of a nontrivial
topological phase [14,15] or a Kitaev-type spin liquid
[16–18], attributed to their unique hopping geometry.
However, the existing compounds such as Na2IrO3

[19–22], Li2IrO3 [23], Li2RhO3 [24], and α-RuCl3
[25–27], have turned out to be magnetic insulators with
a long-range antiferromagnetic (AFM) or glassy-spin order.
In order to understand the electronic and magnetic

structures of these compounds with t52g configuration,
two distinct points of view, i.e., Mott- and Slater-type
pictures, have been proposed. In the Mott picture, the
Coulomb repulsion opens the gap of the relativistic
jeff ¼ 1=2 based band and the superexchange interaction
between the relativistic isospins stabilizes the AFM order

[28–33]. This strong coupling approach can successfully
elucidate the observed excitations in the optical conduc-
tivity (OC) and resonant inelastic x-ray scattering (RIXS)
for Na2IrO3 [31]. However, there has been still debate on
the origin of the zigzag AFM order in Na2IrO3 [34,35]. In
contrast, the Slater picture focuses on the itinerant nature of
t2g bands and treats the Coulomb interactions perturba-
tively. This weak coupling approach naturally explains the
zigzag AFM order with a concomitantly induced band gap
[36–39]. However, it is difficult to fully describe the
observed excitations in the OC and RIXS for Na2IrO3

[40–42]. Because the hopping integral, Coulomb repulsion,
and SOC are of similar energy scale, either of these two
opposite pictures cannot be ruled out.
As the electron hoppings between the adjacent TMs via

the two edge-sharing ligands are highly orbital dependent
[43], the electron motion is confined within a single
hexagon formed by six TMs. This has led to the notion
of the quasimolecular orbital (QMO) formation [36], where
each t2g orbital of a TM participates in the formation of
QMO at one of the three different hexagons around the TM.
Therefore, when the SOC and Coulomb repulsion are both
small, the ground state for t52g systems is a band insulator
with a strong QMO character. However, when the SOC is
strong, the QMOs are no longer well defined because the
SOC induces an effective hopping between neighboring
QMOs. In this limit, the local relativistic jeff orbitals are
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instead expected to play a dominant role in characterizing
the electronic and magnetic structures.
In this Letter, by considering a minimal microscopic

model which captures both extreme limits, we examine the
ground state phase diagram for t52g electron configuration
with the help of the numerically exact diagonalization
method. We show that not only the SOC but also the
Coulomb repulsion induces a crossover of the ground state
with the strong QMO to relativistic jeff orbital character.
Concomitantly, the nature of the emerging electronic state
varies from a quasimolecular band insulator to a relativistic
Jeff ¼ 1=2Mott insulator. The different electronic states are
manifested in distinct behaviors of excitations, directly
observed in OC and RIXS experiments. Our analysis
concludes that the currently known Ru3þ and Ir4þ based
systems are both far from the quasimolecular band insulator
but they are rather the relativistic Mott insulator.
Noninteracting limit.—Without the SOC, the QMOs are

the exact eigenstates with b1u, e1g, e2u, and a1g symmetries,
the eigenenergies being −2t, −t, t, and 2t (t: hopping
between adjacent TMs), respectively [43], and they form
dispersionless bands. However, as shown in Fig. 1(a), once
the SOC λ is finite, the double degeneracy of e1g and e2u
symmetries is lifted and the QMOs are split in total into six
Kramer’s doublet bands with finite dispersion. With further
increasing λ, the highest two bands as well as the lowest
four bands come close in energy but the energy splitting
between these two manifolds becomes larger, smoothly
connecting to the jeff ¼ 1=2 and 3=2 based bands [see
Fig. 1(b)]. Thus, as λ increases, an insulating gap of t52g
systems for t > 0 gradually decreases with continuous
change of hole character from a1g to jeff ¼ 1=2.
Correlation effect.—Let us now explore the effect of

electron correlations by considering a three-band Hubbard
modelonaperiodic six-site cluster for electrondensityn ¼ 5

[43] with Lanczos exact diagonalization method [47,48],
which allows us to treat the electron kinetics inducing the
QMO formation and the electron correlations on an equal
footing, thus clearly going beyond the previous study [31].
We first examine the ground state as functions of the
intra-orbital Coulomb repulsion U, Hund’s coupling JH,
and λ, and check the stability of the QMO state. For this
purpose, we calculate the hole density n̄a1g of the a1g
quasimolecular band at the Γ point, which is exactly one
for the pure QMO state [43]. Figure 2(a) shows the result of
n̄a1g for JH ¼ 0with varyingU and λ. It clearly demonstrates
that λ andU are both destructive perturbations to the QMOs.
As alreadypointed out inRef. [38], the strongSOCmixes the
three t2g orbitals at each site, which gives rise to a finite
overlap between the QMOs in neighboring hexagons, and
thus it is unfavorable to the QMO formation. More interest-
ingly, we find here in Fig. 2(a) that the Coulomb repulsion is
also adequate for destroying the QMO state. This is under-
stood because the Coulomb interactions promote the scatter-
ing among electrons bounded in adjacent hexagons.
The ground state is described by a direct product of local

states with not only d5 electron configuration but also other
configurations such as d4 and d6. Therefore, the ground state
is sensitive to the local multiplet structures of these electron
configurations. According to themultiplet theory, theHund’s
coupling JH always brings about additional splitting of the d4

multiplet hierarchy [43]. It is thus easily conjectured that JH
also plays a role in the QMO formation. Figure 2(b) well
represents the effect of JH on the QMO state. In finite JH, the
regionwith the strongQMOcharacter shrinkswith somewhat
smaller n̄a1g and the crossover boundary becomes sharper.
In the whole parameter region of Fig. 2, the ground state

is insulating. However, the insulating nature is expected to
vary from a band insulator to a Mott insulator across the
boundary where the QMO character is abruptly lost. To
verify this conjecture, we calculate the excitation spectrum
Λ1=2ðωÞ of a doublon-holon pair formed in the jeff ¼ 1=2
orbitals at neighboring sites [43], excitations schematically(a) (b)

FIG. 1. (a) Noninteracting band dispersion with the hopping
tð> 0Þ mediated by edge-sharing ligands for the SOC λ ¼ 1.6t.
Each band is doubly degenerate (Kramer’s doublet). (b) Energy
splitting of the noninteracting bands as a function of λ. Shaded
region represents the band width of each band. a1g, e2u, e1g, and
b1u refer to the symmetries of the quasimolecular bands when
λ ¼ 0. Dotted lines in (a) and (b) denote the Fermi energy for t52g
systems.

(a) (b)

FIG. 2. The hole density n̄a1g of the a1g quasimolecular band
at the Γ point as functions of U and λ for (a) JH ¼ 0
and (b) JH ¼ 1.6t. Note that n̄a1g ¼ 1 for the pure QMO state.

The loci of Ru3þ and Ir4þ based 4d and 5d transition-metal
compounds are also indicated.
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shown in B of Fig. 3(d), which directly reflects the charge
gap structure. As shown in Figs. 3(a)–3(c), the U depend-
ence of Λ1=2ðωÞ is qualitatively different across the cross-
over boundary. Below the boundary where the QMO
character is strong, the low energy excitations shift down-
ward in spite of increasing U, implying that an insulating
gap evidently decreases with increasing electron repulsion.
In contrast, above the boundary where the QMO character
is lost, the clear increase of the lowest peak position is
manifested with increasingU, indicating the increase of the
gap as in a Mott insulator. The similar feature is also found
when λ is increased with fixedU and JH [43]. These results
support the conjecture that the insulating nature changes
across the crossover boundary. The conjecture is further
supported by other excitation spectra shown below.
OC and RIXS spectra.—The Kubo formula and the

continued fraction method are exploited to investigate
the OC and L3-edge RIXS spectra [43]. Figure 4 summa-
rizes the results for λ ¼ 0.6t, 0.8t, and 1.6t with JH ¼ 1.6t.
Note that the QMO character suddenly diminishes at
U − 3JH ∼ 3t for λ ¼ 0.6t, 2t for 0.8t, and 0 for 1.6t, as
shown in Fig. 2(b). The abrupt change of the electronic
characteristics is reflected in these excitation spectra.
When the QMO character is strong with large n̄a1g , the

OC exhibits a two-peak structure for λ ¼ 0.6t and 0.8t, and

a three-peak structure for λ ¼ 1.6t. The lower (higher) peak
in the OC is attributed to the transition between the a1g and
e2u (e1g) quasimolecular bands whose energies are around t
(3t) (see Fig. 1). The large splitting of the e2u bands for the
strong SOC can give an additional splitting to the lower
peak in the OC. The RIXS spectrum also shows the similar
peak structures near the similar excitation energies.
Consequently, the excitations can be interpreted on the
basis of the single-particle picture. Therefore, a strong band
insulating character is predominant in this region.
In the region where the QMO character is degraded, the

OC shows a one-peak structure and the peak position
monotonically increases with U, while the RIXS spectra
exhibits the dominant peak around 3λ=2 in addition to an
almost zero energy peak due to the magnetic excitation.
These features can be well understood as on-site or inter-
site electron-hole excitations in the local relativistic jeff
orbitals. As shown in B and C of Fig. 3(d), two types of
intersite electron-hole excitations can play a role in the OC.
However, the edge-shared geometry suppresses the con-
tribution of type B electron-hole excitation simply because
the hopping between the neighboring jeff ¼ 1=2 orbitals is
zero [49]. Hence, only type C electron-hole excitation gives
the dominant contribution to form the one-peaklike struc-
ture at excitation energy ω ≈ U − 3JH þ 3λ=2. In the RIXS
spectrum, an on-site electron-hole excitation indicated in
A of Fig. 3(d), i.e., a local d-d transition between the
jeff ¼ 3=2 and 1=2 orbitals, can give a dominant intensity
at ω ≈ 3λ=2. Thus, both OC and RIXS spectra in this region

(a) (b) (c)

(d)

FIG. 3. (a)–(c): Excitation spectrumΛ1=2ðωÞ of a doublon-holon
pair formed in the neighboring jeff ¼ 1=2 orbitals for (a) λ ¼ 0.6t,
(b) 0.8t, and (c) 1.6twith differentU − 3JH values.U − 3JH varies
from (a) 1.2t to 5.2t, (b) 0 to 4t, and (c)−1.6t to 2.4twith the same
increment of 0.4t. Solid triangles indicate peak positions of the
excitonlike excitations in the RIXS spectrum for U − 3JH ¼ 5.2t
(a), 4t (b), and 2t (c). We set JH ¼ 1.6t and different line colors
correspond to the values of n̄a1g shown in Fig. 2(b). (d) Schematic
energy diagrams of three relevant electron-hole excitations. Blue
solid and red dotted arrows refer to electron and hole, respectively,
and up and down arrows denote Kramer’s doublet with positive (up
arrow) and negative (down arrow) eigenvalues of jzeff . “1” and “2”
indicate two neighboring TM sites.

(a) (b) (c)

(d) (e) (f)

FIG. 4. (a)–(c) OC σðωÞ and (d)–(f) L3-edge RIXS spectrum at
wave number q ¼ 0 for λ ¼ 0.6t [(a) and (d)], 0.8t [(b) and (e)],
and 1.6t [(c) and (f)] with variousU − 3JH values indicated in the
figures. We set JH ¼ 1.6t and different line colors correspond to
the values of n̄a1g shown in Fig. 2(b). The excitonlike excitations
in the RIXS spectrum are indicated by solid triangles in (d)–(f).
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can be interpreted in terms of the relativistic Mott insulating
picture.
In the relativistic Mott insulating limit, the RIXS spec-

trum shows an additional peak below the locald-d excitation
(≈3λ=2) and above the almost zero energy magnetic peak,
which is marked by triangles in Figs. 4(d)–4(f). Indeed, this
peak has been observed in Na2IrO3 and the origin is
attributed to the exciton formation induced by the intersite
electron correlations [29]. However, the consecutive theo-
retical study based on the strong coupling model calcu-
lations has shown that this excitonlike peak appears even
without considering the intersite electron correlations when
the intersite migration of electrons from the jeff ¼ 1=2 to
3=2 orbitals [B of Fig. 3(d)] follows the local d-d transition
[A of Fig. 3(d)], resulting in the intersite electron-hole
excitation between the jeff ¼ 1=2 orbitals [31]. As shown
in Figs. 3(a)–3(c), the excitation spectrum Λ1=2ðωÞ of a
doublon-holon pair in the jeff ¼ 1=2 orbitals also yields the
obvious spectral weight in the vicinity of the excitonlike
RIXS excitation energy, implying that these excitations are
due to the same origin. In addition, the monotonic increase
of the excitonlike peak position in the RIXS spectrum with
U is also consistent with Λ1=2ðωÞ. We also find that the
intensity of the excitonlike RIXS peak depends strongly on
momentum [43], which is in good agreement with the
experiments [29]. Thus, it is reasonable to infer that the
origin of the excitonlike peak near the edge of local d-d
excitation in the RIXS is due to the combined excitations of
two different types (A and B).
Ir4þ and Ru3þ based systems.—A typical SOC is known

to be 0.4–0.5 eV for 5d systems and 0.1–0.2 eV for 4d
systems [50,51]. Recent theoretical studies have estimated
that t ≈ 0.27 eV for the most studied Ir4þ system Na2IrO3

[36,38,52], and t ≈ 0.11 eV [33] and 0.16 eV [53] for
α-RuCl3 (Ru3þ), both of which are much smaller than that
for Ir4þ systems. U and JH, however, are not easy to be
determined because the full screening effect of electron
correlations is hardly treated. One useful expedient is to
extract them from the OC measurement.
Since the dominant optical peak appears near

U − 3JH þ 3λ=2, we can estimate U − 3JH ∼ 0.8–1.0 eV
for Na2IrO3 based on the existing OC data, which exhibit a
one-peak structure around 1.6 eV [28,30]. Assuming
U − 3JH ¼ 3.2t (≈0.86 eV), our results for the OC and
RIXS spectra in Figs. 4(c) and 4(f) are both indeed in good
quantitative agreement with the experiments [28–30],
except for a double-peak structure around 0.7 eV (≈2.6t)
observed in the RIXS experiment, instead of a single peak
found in Fig. 4(f). Here, our calculations assume the cubic
crystal field. However, the crystal structure of Na2IrO3 is
known to display the additional trigonal distortion [54],
thus significantly departing from the ideal IrO6 octahedra
[21]. This additional distortion can mix the relativistic
jeff ¼ 1=2 and 3=2 orbitals, and lead to the splitting of the
dominant RIXS peak of the local d-d transition into

multiple subpeaks [55,56]. Indeed, we find that the single
peak found in Fig. 4(f) is split into two (or multiple)
subpeaks in the presence of the trigonal distortion [43] (see
also Refs. [29,31]). Therefore, we can conclude that the
electronic state of Na2IrO3 is far from the QMO limit and
is located in the relativistic Mott insulating region, as
indicated in Fig. 2.
The recent optical absorption experiments for α-RuCl3

have found a dominant peak around 1.2 eV as well as a
small additional peak near 0.3 eV [32,57]. The photoemis-
sion spectroscopy measurement has also observed a large
gap about 1.2 eV [58]. Thus, U − 3JH for α-RuCl3 is
estimated to be about 0.9–1.1 eV. Adopting t ¼ 0.16 eV,
our result for U − 3JH ¼ 6t (≈0.96 eV) and λ ¼ 0.8t
(≈0.13 eV) in Fig. 4(b) also exhibits the dominant peak
near 1.1 eV (≈6.9t). Although no experimental RIXS
spectrum has been reported yet, the recent neutron scatter-
ing measurement on α-RuCl3 observed an inelastic peak
near 195 meV and estimated that λ ≈ 130 meV [59]. This
observation is consistent with a dominant RIXS peak
around 1.4t (≈0.22 eV) for U − 3JH ¼ 6t in Fig. 4(e).
Therefore, we expect that α-RuCl3 is located also in the
QMO poor region, as indicated in Fig. 2.
It should be noted, however, that the OC for U − 3JH ¼

6t in Fig. 4(b) fails to yield the low-energy peak near 0.3 eV
observed experimentally in α-RuCl3. This can be explained
by considering an additional direct d-d hopping t0 between
neighboring sites, estimated as large as −0.23 eV in
Ref. [33] and −0.15 eV in Ref. [53]. As discussed in
the Supplemental Material [43], the low-energy peak
attributed to the local d-d transition [A in Fig. 3(d)] can
emerge because the forbidden optical transition among the
jeff ¼ 1=2 bands without the direct hopping t0 can now be
accessed in the presence of t0 [60]. The experimental fact
that the intensity of the low-energy peak near 0.3 eV is
much weaker than that of the dominant peak around 1.2 eV
suggests that the strength of t0 is not as large as the
theoretical estimation [43].
Conclusion.—Based on the numerically exact diagonal-

ization analyses of the three-band Hubbard model, we have
shown that the ground state of the t52g system with the
honeycomb lattice structure can be transferred from the
quasimolecular band insulator to the relativistic Mott
insulator with increasing λ as well as U when the
QMOs are disturbed and eventually replaced by the local
relativistic jeff orbitals. We have demonstrated that the
different electronic nature of these insulators is manifested
in the electronic excitations observed in OC and RIXS.
Comparing our results with experiments, we predict that
not only Na2IrO3 with strong SOC but also α-RuCl3 with
moderate SOC is the relativistic Mott insulator. This
deserves further experimental confirmation, especially
for α-RuCl3 where we expect the excitonlike excitation
near the edge of the local d-d excitation in the RIXS
spectrum.
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