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Angle-resolved photoemission spectroscopy has been developed to a very high accuracy. However,
effects that depend sensitively on the state of the emitted photoelectron were so far hard to compute for real
molecules. We here show that the real-time propagation approach to time-dependent density functional
theory allows us to obtain final-state effects consistently from first principles and with an accuracy that
allows for the interpretation of experimental data. In a combined theoretical and experimental study we
demonstrate that the approach captures three hallmark effects that are beyond the final-state plane-wave
approximation: emission perpendicular to the light polarization, circular dichroism in the photoelectron
angular distribution, and a pronounced energy dependence of the photoemission intensity.
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Photoelectron spectroscopy is one of the most important
techniques for characterizing condensed matter systems
[1,2]. With rapidly increasing experimental accuracy,
increasingly precise insights into the electronic structure
have become possible [3,4]. In addition to conventional
applications such as the band mapping of solids [5,6],
angle-resolved photoemission spectroscopy (ARPES) has
become an invaluable tool for studying organic semi-
conductors and their interfaces [7–9]. It can, e.g., quantify
hybridization and band dispersion effects of adsorbed
molecular films and can reveal the structure of molecular
orbitals [10–19]. Yet, as photoemission is an involved
many-body process [2,20–22], the interpretation of experi-
ments relies on theoretical models. Evaluating the com-
monly assumed one step Fermi’s golden rule transition
[21,22] requires the initial and the final state. For many
prototype organic semiconductors, the initial state has
successfully been approximated under the assumption that
the photoelectron stems from a single molecular orbital
[10,11,13,14,19,22]. Assuming the final state of the emitted
electron to be a plane wave (PW) is not only computa-
tionally straightforward but under certain conditions
[11,23] also leads to a fascinating interpretation of
ARPES experiments: The transition matrix element reduces
to the Fourier transform ~φiðkÞ of the molecular orbital
φiðrÞ from which the electron is emitted. Thus, the
photoemission intensity,

Iðkx; kyÞ ∝ jA·kj2j ~φiðkÞj2k¼const; ð1Þ

finds a powerful interpretation [11]: It reveals the structure
of orbital densities on a hemisphere of constant kinetic
energy in momentum space [11]. Here, k denotes the
momentum of the photoelectron and A the vector potential
of the ionizing electromagnetic field which also determines

the polarization direction of the field. Equation (1) has been
used with great success for organic molecular films in the
past years [10–19].
Yet, it is well known that important photoemission

effects are beyond the PW approximation [18,19,24,25].
A more accurate description of final state effects can be
achieved, for instance, with the independent atomic center
approximation, (continuum) multiple scattering Xα

approaches, frozen-core Hartree-Fock final states, and time
reversed low-energy-electron-electron-diffraction (LEED)
states [11,20,23,26–33]. Many approaches of this type rely
on combining a static single particle concept—often
ground-state density functional theory (DFT)—with a
model description of the final state.
In this paper we show that simulating the photoemission

process in real time within the framework of time-
dependent density functional theory (TDDFT) incorporates
very important experimentally observed final-state effects.
The approach avoids model assumptions about initial and
final state and leads to a consistent DFT-based description
of photoemission. The emission dynamics emerges natu-
rally including interaction effects between the outgoing
electron and the remaining molecule. In this way the need
for explicitly evaluating transition matrix elements, which
would require a quasiparticle initial state and a fully
interacting final state [22,34], is sidestepped.
Specifically, we demonstrate that the real-time descrip-

tion captures three important effects: First, photoemission
perpendicular to the light polarization direction, second,
circular dichroism in the angular distribution (CDAD) of
photoelectrons, and third, the dependence of the emission
pattern on the energy of the photoelectron. These effects are
missed by the PWapproximation: The polarization factor in
Eq. (1) strictly forbids intensity in planes perpendicular to
the light polarization, a fixed parallel alignment A∥k as
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preferred by Eq. (1) is not possible for circularly polarized
light, and the energy dependence obtained from Eq. (1) is
typically much too weak, as it only stems from evaluating
the Fourier transform of the orbital on hemispheres of
different radii [35].
However, a reliable description of beyond-PW effects is

decisive, as exemplified by the following example: In
orbital density mapping, one tries to associate the exper-
imentally observed ARPES intensity to one [10,11] or
several [13,14] orbitals. As shown in Fig. 1 and discussed
in detail below, the PW ansatz can completely miss
pronounced spots of intensity. Based on the PW ansatz
one would thus associate the wrong orbital with the
observed intensity or would wrongly assume contributions
from several orbitals in order to explain the intensity
pattern. Thus, one would grossly mispredict the studied
system’s electronic structure. In order to avoid such
mistakes, a theoretically consistent approach that allows
us to go beyond the PW ansatz, yet is computationally
feasible enough to be applicable to true systems, is of great
conceptual and practical importance. TDDFT offers the
distinct advantage of a favorable ratio of accuracy to
computational efficiency.
Different suggestions for simulating photoemission with

TDDFT have been made [36–41]. The technique that we
rely on here has been pioneered by Pohl et al. [38].
Propagating a system’s Kohn-Sham (KS) orbitals in real-
time on a real-space grid is an established powerful
technique [40,42–44]. In our calculations the electronic
dynamics is driven by an external electrical dipole field that
corresponds to a specific photon energy, polarization, and
incidence direction. When the field is large enough it can
ionize the system. A fraction of the electron density,
represented by the occupied TD KS orbitals, is then
traveling away from the molecule. This outgoing density
can be understood as originating from a superposition of
plane waves. A Fourier transform of the KS orbitals
φiðRD; tÞ recorded at an observation point RD far away
from the system’s center from time t to frequency ω renders
a spectral decomposition of the outgoing kinetic energy
components. Detecting a photoelectron emitted from a
certain state at RD is proportional to the probability
amplitude [38,45]

Ii ∝ jφiðRD; Ekin ¼ ℏωÞj2: ð2Þ

The total intensity can be calculated by summing up the
contributions from all occupied orbitals. By distributing
many detection points on a hemisphere, the scheme can
record ARPES signals. We recently [45,46] were able to go
beyond earlier work on small sodium clusters [38,47,48]
and implemented this technique in combination with non-
local norm-conserving pseudopotentials [49,50], a diligent
choice of the required absorbing boundary conditions [51]
and an efficient real-space grid parallelization [46]. These
aspects are crucial for the present study in order to achieve
the very high accuracy that is needed in the computations.
They allow us to study the same complex molecules as in
recent ARPES experiments and we can capture electron
dynamics over extended regions of space. For the perylene-
3,4,9,10-tetracarboxylic dianhydride (PTCDA) calcula-
tions we in practice used an equally spaced real-space
grid with a spacing of Δr ¼ 0.38a0 and a radius of
R ¼ 40a0. A timestep of Δt ¼ 0.002 fs was employed
with a Crank-Nicholson propagator [52]. The intensity of
the incoming light was ramped to a constant intensity of
109 W=cm2 within 0.5 fs and remained constant through-
out the total propagation time of T ¼ 50 fs. The photo-
emission signals were evaluated at a detection radius of
RD ¼ 27a0. Further technical details can be found in the
Supplemental Material [51], which includes Refs. [53–55],
and Ref. [45].
In the following we show that the real-time approach

remedies all of the three major restrictions of the PW
approximation. In a first step we demonstrate that it can
describe electron emission that is not parallel to the field
vector. The experimental geometry was in this case chosen
such that the light polarization is purely parallel to the long
molecular axis, denoted as x axis, of the PTCDA molecules,
which are azimuthally aligned in the so-called brick wall
monolayer on Ag(110) [56–59]. We refer to the short axis in
the molecular plane as the y axis. With this setup, the A∥k
condition is fulfilled for emissionalong thexdirection and the
PWapproximation cannot yield any photoemission intensity
at kx ≈ 0 Å−1. This is reflected in the momentummap on the
left of Fig. 1 which we calculated using the PW approxima-
tion, the HOMO in the local-density approximation (LDA),
and a photoelectron momentum of jkj ¼ 2.0 Å−1. Turning
towards our experimentally recorded ARPES spectrum,
shown in the middle of Fig. 1, however, reveals that there
is significant emission perpendicular to the light polarization:
Two bright spots of intensity occur around kx ≈ 0 Å−1 and
ky ≈�1.5 Å−1. The PW approximation completely misses
these spots. The ARPES pattern from the real-time approach
is displayed on the right of Fig. 1. It was obtained by
propagating the KS orbitals of an isolated PTCDA molecule
under the influence of an ionizing field with a polarization
vector aligned in the x direction and a frequency correspond-
ing to a photon energy of ℏω ¼ 27 eV [51], i.e., consistent

FIG. 1. ARPES maps corresponding to the PTCDA highest
occupied molecular orbital (HOMO). Left: plane-wave result;
middle: experiment; right: real-time propagation result.
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with experiment. We again used the LDA and evaluated
Eq. (2) for the HOMO. Clearly, the real-time approach
captures the emission perpendicular to the light polarization:
All six of the experimentally recorded spots of bright intensity
are reproduced, and specifically the ones at kx ≈ 0 Å−1,
ky ≈�1.5 Å−1. The comparison also reveals that there are
differences in some of the smaller features: the experimental
data include additional arc-shaped features stemming from
the sp bands of the silver substrate, and the shape of the spots
is not identical. These differences reflect that both exper-
imentally and computationally, obtaining the accuracy for
such detailed comparisons is a challenge. For instance, small
reflections from the boundary can remain in the calculations
and can slightly distort the low intensity regions. However,
there is no doubt that in both theory and experiment,
pronounced emission perpendicular to the light polarization
is observed.
Encouraged by this success we look at a yet more

challenging effect, namely differences in the photoemission
signal that result from different circular light polarizations.
Studies on adsorbed diatomic molecules suggest that here
the photoelectron angular distribution is largely governed by
interference effects of partial-wave components of the final
state [60–62]. Yet, constructing an appropriate final-state
approximation for extended molecules is technically and
conceptually challenging. Nonetheless there is an urgent
need for theoretical access to photon helicity driven ARPES
due to the fascinating insights that can be obtained in this
way. For instance, dichroism experiments revealed infor-
mation about the phase symmetry of molecular orbitals [18],
and circular dichroism is one of the candidates for explain-
ing the origin of the homochirality of organic molecules
which is relevant for the development of life [63].
A necessary criterion for observing CDAD in photo-

emission is a definite handedness of the entire system.

Whereas chiral molecules, with amino acids and further
biomolecules as prominent examples, inherently provide a
handedness [63–65], the required breaking of inversion
symmetry can be implemented by the overall experimental
geometry also for nonchiral molecules [60]. Thereby, the
ordered monolayer structure of the molecular semiconduc-
tors provides a first distinct axis, while the other directions
are determined by the photon incidence and the photo-
emission direction.
In this spirit we probe PTCDA with right circularly

polarized (RCP) light and left circularly polarized (LCP)
light with an energy of ℏω ¼ 20 eV. We set the incidence
direction of the photons in the yz plane with an angle of 65°
counted from the surface plane normal as displayed in
Fig. 2(b). The polarization vector rotates in a plane
perpendicular to the incidence direction. Our first observa-
tion (both in experiment and calculation) is an increased
intensity for photoelectrons emitted in the direction of the
polarization plane with ky > 0 Å−1 as seen in Figs. 2(a) and
2(c). While this finding is also predicted by the PW
approach, the latter results in identical ARPES patterns
for LCP and RCP which are symmetrical to kx ¼ 0 Å−1
[51]. In contrast, the emission obtained in the real-time
propagation has its strongest intensity at about kx ¼ 1.4 Å−1
and ky ¼ 0.7 Å−1 for LCP, as seen in the upper left part of
Fig. 2(a), and when switching the polarization to RCP, as
shown in the upper right part of Fig. 2(a), this feature
changes sides to kx ¼ −1.4 Å−1 and ky ¼ 0.7 Å−1: The
whole LCP spectrum equals the RCP one mirrored at the
kx ¼ 0 axis. Comparing this to the experimental situation,
displayed in the lower row of Fig. 2(a), shows that again the
real-time approach captures the relevant experimental fea-
tures: There are four spots of preferred emission, each one
with a different intensity, and upon reversing the helicity, the

FIG. 2. ARPES maps corresponding to the PTCDA HOMO at ℏω ¼ 20 eV (a) and 50 eV (c). Upper row: real-time propagation.
Lower row: experiment. Within each panel, LCP spectra are on the left and RCP on the right. Middle panel (b): geometry.
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observed pattern is mirrored at the kx ¼ 0 Å−1 axis. Note
that the LCP and RCP data were obtained in separate,
independent calculations and experiments, respectively.
That the panels in the upper row in Figs. 2(a) and 2(c) look
like pairwisemirror images is a result of the calculations and
attests their numerical accuracy. Comparing theory and
experiment in detail we note that the intensity difference
between the spots at kx ¼ 1.4 Å−1, ky ¼ 0.7 Å−1 and
kx ¼ −1.4 Å−1, ky ¼ 0.7 Å−1 in Fig. 2(a) is more pro-
nounced in the calculations than in the experiment. The
influence of the Ag substrate, which is again visible in the
experiment, may explain such differences. However, given
that recording a subtle observable like dichroism from a
monolayer of medium sized molecules is a serious chal-
lenge; the qualitative agreement of theory and experiment is
noteworthy.
When changing the energy of the incident photons from

20 to 50 eV, we observe a distinct change in the observed
ARPES pattern. This pronounced dependence on the
kinetic energy of the photoelectron is the third important
final-state effect. The lower part of Fig. 2(c) shows the
experimental ARPES intensities for a photon energy of
ℏω ¼ 50 eV, i.e., at considerably higher photoelectron
energy than in Fig. 2(a). The upper two panels show the
corresponding result from the real-time propagation
approach. For computing the latter, the change of the
photoelectron energy was easily achieved by simply
changing the frequency of the applied external field.
Comparing, e.g., the top left panels of Figs. 2(c) and 2(a)

shows that the change of photon energy reverses the
observed intensity pattern: The two bright spots that appear
on the right side (i.e., kx > 0 Å−1) in the LCP part of
Fig. 2(a) appear on the left side (i.e., kx < 0 Å−1) in the
LCP part of Fig. 2(c). The same pattern reversal is also seen
in the RCP signals. The ability to theoretically predict
changes in the intensity patterns—within the accuracy
limits of TDLDA—upon varying the photoelectron energy
is a consequence of the “automatic” adaption of the
photoelectron’s state within the real-time approach. As
shown in the Supplemental Material [51], this effect is
missed completely in the plane-wave approximation. There
we also show that the circular dichroism observed exper-
imentally for a different photon incident direction and for
the (partially) filled lowest unoccupied molecular orbital of
PTCDA is captured by the real-time approach; i.e., the
agreement is found not only for the HOMO.
Close inspection of Fig. 2(c) shows that theory and

experiment again somewhat differ for some of the less
intense features. As mentioned previously, we expect
certain differences due to influences of the Ag substrate
and finite resolution in the experiment, and remaining
quantum mechanical reflections or LDA limitations in the
calculations. Therefore, in order to demonstrate the accu-
racy and generality of the real-time approach beyond the

PTCDA molecule, we compare to established reference
results for a completely different system: For adsorbed CO
molecules, a significant energy dependence of the circular
dichroism has been reported [60,61,66,67].
Figure 3 compares the normalized CDAD intensities,

ICDAD ¼ ðILCP − IRCPÞ=ðILCP þ IRCPÞ, of the 4σ orbital of
a single CO molecule from the real-time propagation with
calculations using frozen-core Hartree-Fock final states
[30,61,66], which were calculated by iteratively solving the
Lippmann-Schwinger equation. Also shown are results for
continuum final states of the bare Coulomb potential
corresponding to a single positive charge. The setup is
displayed in the inlay of Fig. 3 and has been adopted from
Ref. [66]. The real-time approach is close to the reference
results for all three photon energies, and we presently
cannot tell which approach’s limitations are responsible for
the small deviations seen for large angles in the left panel.
The Coulomb final state results, on the other hand, disagree
noticeably, demonstrating that the final state question here
is a nontrivial one.
In conclusion, we have demonstrated that the real-time

approach to DFT allows us to go beyond the PW final-state
approximation in a consistent manner. It opens up theo-
retical access to important ARPES features. In particular
we have shown that three prominent effects are correctly
described: emission perpendicular to the light polarization,
circular dichroism in the photoelectron angular distribution,
and a pronounced energy dependence of the photoemission
intensity. Our work indicates that final state properties may
also be relevant in several observations in photoemission
[33,68] which cannot be described by first principle
calculations of the initial state alone.
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FIG. 3. CDAD intensities for the CO molecule for β ¼ 50° and
ϕ ¼ 90°; the black dash-dotted line shows the data [66] from
Westphal et al.
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