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We demonstrate the optical initialization of a hole-spin qubit bound to an isoelectronic center (IC)
formed by a pair of Te impurities in ZnSe, an impurity-host system providing high optical homogeneity,
large electric dipole moments, and potentially advantageous coherence times. The initialization scheme is
based on the spin-preserving tunneling of a resonantly excited donor-bound exciton to a positively charged
Te IC, thus forming a positive trion. The radiative decay of the trion within less than 50 ps leaves a heavy
hole in a well-defined polarization-controlled spin state. The initialization fidelity exceeds 98.5% for an
initialization time of less than 150 ps.
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Interfacing long-lived solid-state qubits with optical
fields is the cornerstone of long-distance transmission
of information inside quantum networks [1]. Optically
addressable hole-spins bound to semiconductor nanostruc-
tures are promising candidates for building such quantum
interfaces [2–7]. Indeed, the energy splitting between hole
and trion states typically resides within the optical or near-
infrared region of the electromagnetic spectrum, allowing
for an efficient mapping of their quantum states onto
photon polarization states that can be transmitted through
optical networks [8–11]. In addition, the coherence time of
hole-spins is usually an order of magnitude longer than
that of electrons, as p-type wave functions mitigate the
hyperfine interaction with nuclear spins [12,13].
However, the scalability of quantum networks using

optically addressable spins is compromised by the chal-
lenging task of finding emitters that provide both a strong
electric dipole moment and a high optical homogeneity.
The first allows rapid and high-fidelity optical initialization,
control, and single-shot read-out of quantum states. The
second facilitates scalability by alleviating implementation
complexity and providing easier means to interface qubits
together, to a cavity, and to an external driving field [14].
On the one hand, systems exhibiting strong electric dipole
moments, such as charges confined to epitaxial quantum
dots, usually suffer from important inhomogeneous broad-
ening. On the other hand, however, highly homogeneous
systems, such as impurity-bound charges (e.g., defects in
diamond and SiC), usually exhibit electric dipole moments
at least one order of magnitude weaker than semiconductor
nanostructures [15,16]. It is in this context that impurity-
bound excitonic complexes in various semiconductor hosts
are actively investigated [17,18].
Lesser known in the context of quantum information,

isoelectronic centers (ICs) in semiconductors provide both

key advantages. Formed from one or a few isoelectronic
impurities, ICs provide the exceptionally high optical homo-
geneity of atomic-size systems with an inhomogeneous
broadening determined by the quality of the host crystal,
albeit their positioning remains difficult to control. ICs bind
single electrons or holes, and multiple excitonic complexes
like excitons, trions, and biexcitons [19], with electric dipole
moments as strong as in quantumdots [20]. Although several
IC systems have been studied over the past decades [21–26],
pairs of Te atoms (dyads) in ZnSe offer unique advantages
for implementing optically addressable spin qubits. Most
isotopes of Zn, Se, and Te have vanishing nuclear spins,
thereby favoring long spin relaxation and coherence times
in conditions where hyperfine interaction is the dominant
decoherence mechanism. Te dyads primarily bind holes,
which further reduces hyperfine interaction with nuclear
spins, andpositive trions [19] that can beused as intermediate
states to initialize a hole-spin in awell-defined state.Contrary
to single-atom ICs and dopants, lower dyad concentrations
are readily achieved eliminating the need for submicron
patterning, which facilitate their integration in nanophotonic
devices such as optical cavities and waveguides.
In this Letter, we demonstrate fast on-demand optical

initialization of a hole-spin bound to an IC formed by a Te
dyad inside a ZnSe host. In doing so, we also demonstrate a
novel initialization scheme, proper to IC systems, based on
the efficient tunneling of an exciton froma resonantly excited
donor-bound state to a single hole bound to an IC. The rapid
radiative decay of the trion leaves a single hole bound to the
dyad in a well-defined spin state, with a fidelity given by
the degree of polarization of the emission. Under favorable
excitation conditions, this fidelity exceeds 98.5%.
The samples investigated were grown by molecular beam

epitaxy on a GaAs-(100) substrate and consists of a single
Te-doped plane at the center of a 80 ps-thick ZnSe layer.
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The estimateddensity ofTe atoms is2500 μm−2which leads,
assuming a random distribution of noninteracting Te [22],
to a dyad density of 4 μm−2. Microphotoluminescence
measurements were performed in a 1 μm2-resolution
confocal microscope at T ¼ 4 K. Excitation was provided
by a frequency-doubled tunable 1-ps Ti-sapphire laser and
emission was analyzed with a spectrometer coupled to an
avalanche photodiode providing a spectral resolution of
60 μeV and a temporal resolution of 80 ps. Time-integrated
(cw) measurements were performed with a 405 nm laser
diode and a CCD camera.
Figure 1(a) presents a cw microphotoluminescence

spectrum measured at 4 K. The 5 meV wide emission
observed slightly above 2800 meV is associated with the
radiative recombination of neutral donor bound excitons
(D-X0) [27]. The chemical identity of these donors has
not been conclusively identified, but may result from

aluminium atoms on zinc sites. As demonstrated in
Refs. [25,28,29], the emission from Te dyads is found
between 2710 to 2790 meV. Emission over this wide
energy range is attributed to the existence of several Te
dyad configurations with different interatomic separations.
This is similar to the well-known emission observed from
N dyads in GaP [22] or GaAs [21,30], where the exciton
binding energy varies over ∼150 meV with N separation.
As this interatomic separation is rigidly set by the anionic
sublattice, the emission energy varies in large discrete
steps. The inhomogeneous broadening associated with a
given dyad configuration is then only limited by its
environment. Polarization studies of the exciton emission
revealed that most Te dyads in this δ-doped layer have aC2v
symmetry with impurities aligned along h110i [25,29].
Because of the compressive strain created by the GaAs
substrate on the ZnSe layer, light holes (LHs) are pushed
12 ps towards higher energy and only heavy-hole (HH)
excitonic complexes are observed [31,32].
Te is a pseudodonor that can trap an itinerant hole in a

short-range potential [33], which can then trap through its
Coulomb field an electron to form an exciton or an exciton
to form a positive trion. The spectrum shown in Fig. 1(a)
presents three Te dyads binding an exciton (X0), a positive
trion (Xþ), and a biexciton (XX0). The assignment of these
excitonic complexes was based on the arguments devel-
oped in Ref. [19], related to (1) the dependence between the
intensity of the emission and the excitation power, and
(2) the fine structure splitting at B ¼ 0 T, which is expected
to vanish for positive trions due to the lack of exchange
interaction between the hole singlet and the electron.
Two key results previously reported suggest that trions

are positively charged: their binding energy is positive with
respect to the neutral exciton and their diamagnetic shift is
only slightly superior to that of the exciton [29]. Had the
trion been negatively charged, the binding energy would
likely have been negative due to the hole-attractive poten-
tial of Te, and the diamagnetic shift would have been
significantly reduced or even negative [34] because the
final state would be that of a free or very weakly bound
electron. As will be discussed later, the polarization
memory observed in this work and the high initialization
fidelities confirm that the extra charge is positive. For the
remainder of this work, we describe and analyze the
emission from positively charged trions (Xþ).
Our optical initialization scheme requires the strong

optical selection rules depicted in Figs. 1(b)–1(e): the
circularly polarized emission, σþ or σ−, of HH trions (Xþ)
initializes the hole in spin state J ¼ −3=2 or J ¼ þ3=2,
respectively. However, this process is efficient only if these
hole states are exempt from any admixture from the LH
states, since mixing adds two linearly polarized (π) emission
channels [dashed lines in panels (b) and (c)].
Two key results indicate a low valence band mixing

despite the low LH-HH splitting (12 meV). First,
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FIG. 1. (a) Time-integrated microphotoluminescence spectrum
of the sample studied in this work reveals the presence of three
distinct Te dyads preferentially binding neutral excitons (X0),
biexciton (XX0), and positive trions (Xþ). (b) and (c) Schematic
diagrams of the selection rules associated to trion emission at
B ¼ 0 and 5 T in a Faraday configuration. σ (π) represent
circularly (linearly) polarized transitions, and solid (empty)
circles represent electrons (holes). (d) and (e) Trion photo-
luminescence intensity as a function of energy and polarization
of the emission at B ¼ 0 and 5 T, respectively.
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luminescence under a magnetic field in Faraday configu-
ration does not reveal the presence of additional linear
polarized transitions [Fig. 1(e)]. Second, an analysis of the
polarization-resolved photoluminescence intensity of exci-
ton states, which present a more complex fine structure than
trions due to the nonvanishing exchange interaction, give a
LH admixture of 0.6% (see Supplemental Material [35]).
This LH-HH mixing is lower than that typically observed in
quantum dots (e.g., 2� 1% mixing has been measured
in self-assembled InAs/GaAs QDs [36]), due to lower
symmetry-breaking in-plane anisotropic strain fields, and
appears to be another distinctive feature of ICs [37,39]. We
next discuss the trion emission with the assumption that the
LH-HH mixing has negligible effects.
As shown in Fig. 2(e), the degree of polarization of the

trion emission depends sensitively on the energy of the
circularly polarized excitation. Two dyads exhibiting very
similar behaviors are presented: Dyad 1 corresponds to the
one shown in Fig. 1, and Dyad 2 is another dyad of C2v
symmetry emitting at a slightly higher energy (2.765 eV).
Panels (a) to (d) show the time dependence of the
luminescence of Dyad 1 under copolarized (σþ=σþ or
σ−=σ−) and cross-polarized (σþ=σ− or σ−=σþ) excitation
and detection for the three excitation energies indicated in
panel (e). The degree of polarization is discussed next,
starting from high energy excitation.
For an excitation energy (∼250 meV) above the gap,

the trion photoluminescence exhibits a small but nonzero
degree of polarization (15%) indicated by the horizontal
dashed line. As the excitation energy decreases, the degree
of polarization slowly increases and reaches 30% at
2885 meV (65 meV above the gap). Panels (c) and (d),
from which the degree of polarization was calculated, show
that both σþ and σ− excitations lead as expected to identical
degrees of polarization and decay times. At these energies
higher than the LH bands but lower than the split-off bands,
spin-up and spin-down electrons are generated in a 1∶3
ratio (3∶1) under a σþ (σ−) excitation [40], which limits the
degree of polarization to a theoretical maximum of 50%.
The lower polarization observed results from electron spin
randomization in the thermalization, diffusion, and capture
processes.
Decreasing the excitation energy such that only the

HH band is excited significantly increases the degree of
polarization up to 80% [panel (b)]. This enhanced polari-
zation at the HH band edge is attributed to the facts that
(1) σ− (σþ) photons only generates spin-up (-down)
electrons in the conduction band, and (2) momentum-
dependent spin-admixture and spin-relaxation processes
are minimized. This very strong polarized emission pro-
vides conclusive evidence that trions bound to Te dyads
carry a net positive charge. Indeed, the emission polariza-
tion from a negative trion (formed from two electrons
in a S ¼ 0 singlet state and a J ¼ �3=2 hole) is solely
determined by the hole spin state, and should exhibit a

negligible polarization memory due to the very rapid
(T1 ∼ 1 ps [41]) spin-orbit-induced hole-spin relaxation.
In contrast, the emission polarization from a positive trion
is determined by the electron spin state, which is much
more robust against spin-orbit-induced relaxation mecha-
nisms, resulting in a non-negligible polarization memory.
For an excitation energy below the HH band gap, the

photogeneration of charge carriers is inhibited by the lack
of absorption in the ZnSe layer. It is, however, possible to
recover efficient trion emission by optically pumping the
donor-bound exciton transitions (D-X0) shown in Fig. 1(a).
At an excitation energy of 2.805 eV, the degree of
polarization measured from several dyads is greater than
98.5%, a figure which is limited by the noise associated to
the measurement. This high polarization memory results
from three processes efficiently preserving the spin of the
electron: resonant excitation of donor-bound spin-polarized
excitons, exciton tunneling to Te dyads, and trion emission,
as discussed below.
Donor-bound electrons have been shown to exhibit

long relaxation (T1 ∼ 1.6 μs [42]) and dephasing times
(T�

2 > 30 ns [43]), because donors, unlike quantum dots,
exhibit a high symmetry (Td) effectively protecting them
from exchange-induced precession mechanisms. The effi-
cient recovery of trion emission indicates that donor-bound
excitons rapidly tunnel to nearby Te dyads before their
radiative recombination lifetime (Trad > 200 ps [43]).
Phonon-assisted tunneling of charges from donors to ICs
have been demonstrated in various IC systems [44,45], and
is expected to be very efficient in ZnSe due to the relatively
strong electron-phonon coupling. Our results demonstrate
for the first time that this tunneling efficiently preserves the
electron spins. Finally, during the short trion lifetime before
radiative recombination, the electron spin does not expe-
rience significant relaxation and, as discussed above, the
LH-HH mixing has a negligible effect on emission selec-
tion rules. Following this polarized emission, the hole is
bound to the IC in a spin state given by the polarization
of the emission as indicated in Fig. 1(b). In contrast to
other reported spin initialization schemes, such as coherent
population trapping [3,46], ionization of excitons [47,48],
and optical pumping [2,17,49], our scheme does not require
resonant excitations of trion states, special sample struc-
ture, or external magnetic fields, but nonetheless achieves
near-unity fidelity.
Through the decay time of the trion photoluminescence,

we demonstrate that this high-fidelity spin initialization
can be achieved on a picosecond time scale. Figure 2(f)
indicates the decay time of trion emission as a function
of excitation energy and polarization configuration. Decay
times are obtained from monoexponential fits of the
experimental decay curves such as those presented in
Figs. 2(a)–2(d). For all excitation energies, the decay times
are one order of magnitude lower than that of excitons
[25,37], which is explained by the absence of dark states
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influencing the dynamics. Nonetheless, these decay times
are significantly longer than the spontaneous emission time
estimated from the spectral linewidth and Rabi oscillations
measurements (not shown, but qualitatively similar to those
reported in Ref. [20] on GaAs∶N2), which both indicated a
spontaneous lifetime of less than 50 ps [indicated with the
dashed line in Fig. 2(f)]. The observed decay time is
therefore dominated by processes occurring prior to radi-
ative emission.
At an excitation energy of 2880meV, trion decay times are

respectively 200 and 300 ps for co- and cross-polarized
configurations. This significant difference is explained by the
coexistence of two factors: (1) different initial electron spin
populations (spins are generated in 3∶1 ratio), and (2) the
presence of spin-flip mechanisms prior to trion formation on
the Te dyad. A balance populationmodel taking into account
these two factors (see Supplemental Material [35]) reveals a
formation time of 200 ps and a spin-flip time of 510 ps. This
dynamic is strikingly different for trions bound toN dyads in
GaAs, where the spin-flip rate dominates the capture time,
yielding identical decay times irrespective of the polarization
configuration. From2880 to 2825meV, decay time decreases
due to lower excess energy and momentum, and spin-flip
time increases as indicated by the higher polarization
memory shown in Fig. 2.
Below the LH band gap, both decay times abruptly

shorten. Although there is less energy and momentum to
shed, it also becomes increasingly favorable to form
excitons instead of electron-hole pairs. Approaching the
HH gap, exciton formation dominates and a capture time of
90 ps is recorded. This regime of accelerated capture
suggests that the most efficient trion formation mechanism
is through whole exciton capture. This mechanism is

probably even faster than the value quoted due to the
limited time resolution of the detection system (80 ps),
demonstrating that both the capture time and spontaneous
emission lifetime are indeed quite fast. At the HH gap edge,
decay times for both polarization configurations are similar,
since the time associated with spin-flip events is now much
longer than the capture time. Finally, the decay time of the
trion luminescence for resonant excitation of the donor
bound exciton (D-X0) is 150 ps. It is principally determined
by exciton tunneling time from the neutral donor to the
Te dyad, which is similar for every dyad measured due to
the relatively high donor concentration. In contrast to
HH band edge excitation, exciton capture is slower, but
it better protects the electron-spin as demonstrated earlier.
These initialization times are several orders of magnitude

faster than optical pumping schemes with an external
magnetic field in the Faraday configuration [49] (μs time
scale and fidelities of 99.5%), and one order of magnitude
faster than optical pumping schemes in the Voigt configu-
ration [50,51] (ns time scale and fidelities of 98.9% at
B ¼ 0.9 T). This speed-up allows for the initialization on
time scales much shorter than the expected coherence time
of hole-spins in ZnSe. In fact, this initialization time is
comparable to those obtained through field induced exciton
dissociation, which, however, requires an adapted sample
structure for electron ionization, a preselection of quantum
dots with low fine-structure splitting, and an elaborate
strategy to suppress exchange-induced spin precession
prior to ionization [48].
In summary, we have demonstrated picosecond optical

initialization of a hole-spin bound to a Te IC in ZnSe with
sufficiently high fidelity (F > 98.5%) and low operation
time (T < 150 ps) for implementing error correction
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FIG. 2. Time-resolved photoluminescence of trions bound to dyad 1 presented in panel (a) of Fig. 2 for σþ (a)–(c) and σ−

(d) excitations tuned (a) to theD-X0 band, (b) to the HH band edge, and (c),(d) far above the LH band edge but below the spin-orbit band
edge. The blue (red) curves show the emission intensity under copolarized (cross-polarized) excitation and detection. (e) The degree of
polarization for dyads 1 (black) and 2 (red) is presented as a function of the excitation energy. The horizontal dashed line indicates the
degree of polarization of the emission for an excitation energy 250 meVabove the ZnSe band gap. (f) Decay times of trion emission for
co- (blue squares) and cross-polarized (red circles) configurations as a function of the excitation energy for dyad 1. The dashed line
indicates the upper bound for the radiative decay time of trion states (< 50 ps).
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protocols [52]. The efficiency of the initialization scheme
used, based on the rapid spin-preserving tunneling of
excitons from donor-bound states to Te dyads occupied
by a single HH, arises from the long relaxation time of
donor-bound excitons, the very low admixture of LH states,
and the very short radiative lifetime of IC-bound trions. The
next step would be to evaluate the hole spin relaxation
and coherence times, and to demonstrate complete optical
control.
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