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Coherent control of a strongly inhomogeneously broadened system, namely, InAs self-assembled
quantum dots, is demonstrated. To circumvent the deleterious effects of the inhomogeneous broadening,
which usually masks the results of coherent manipulation, we use prepulse two-dimensional coherent
spectroscopy to provide a size-selective readout of the ground, exciton, and biexciton states. The
dependence on the timing of the prepulse is due to the dynamics of the coherently generated populations.
To further validate the results, we performed prepulse polarization dependent measurements and confirmed
the behavior expected from selection rules. All measured spectra can be excellently reproduced by solving
the optical Bloch equations for a 4-level system.
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Coherent control uses the light-matter interaction to drive
matter into a target final state. A key operation in many
approaches to coherent control is a Rabi oscillation. While
there are advantages to performing coherent control in
ensembles because of their higher optical density and the
presence of collective effects [1,2], ensembles often display
inhomogeneous broadening, which occurs when the reso-
nance frequencies of themembers of the ensemble fluctuate.
Inhomogeneous broadening is deleterious for observing
the occurrence of Rabi oscillations because the oscillation
frequency depends on the detuning, resulting in a distribu-
tion of Rabi frequencies in an inhomogeneously broadened
ensemble. Typically this problem is avoided by restricting
demonstrations of coherent control to homogeneous ensem-
bles or single objects. The effects of inhomogeneous broad-
ening can also be circumvented by performing a Rabi
rotation in a time shorter than the inverse of the inhomo-
geneouswidth; however, that is often not practical due to the
required intensities.
In this Letter, we demonstrate that Rabi oscillations in an

inhomogeneously broadened system can be observed by
using optical two-dimensional coherent spectroscopy to
provide a probe that resolves the frequency groups within
the inhomogeneous distribution, thus effectively removing
the effects of inhomogeneous broadening and allowing the
populations of the constituent frequency groups to be
tracked separately. Furthermore, we are able to observe
the coherent interplay between two states with an energetic
splitting that is small compared to the inhomogeneous
width. This demonstration significantly extends the appli-
cability of coherent control because many systems exhibit
unavoidable inhomogeneity [3,4], and thus were not pre-
viously candidates for coherent control.

Our approach is broadly applicable to inhomogeneously
broadened ensembles. One example, which we choose for
our demonstration, is semiconductor quantum dots (QDs), in
which inhomogeneous broadening occurs due to the dis-
tribution in sizes and composition.While coherent control of
single QDs has been studied due to the interest in using them
for quantum information processing [5–8], ensemble QDs
have other potential applications such as QD lasers [9,10],
QD semiconductor amplifiers (SOAs) [11], and quantum
memories [12]. Furthermore, coherent control of ensemble
QDs can be a necessary ingredient for the implementation of
large scale quantumbits [13].Adetailed understandingof the
coherent light-matter interaction in ensemble QDs has been
hindered by the presence of inhomogeneous broadening.
To overcome challenges due to inhomogeneity in QD

ensemble systems, various optical techniques have been
employed, such as spectral-hole burning [14], two-color
spin noise spectroscopy [15], and transient four-wave
mixing (FWM) [16,17]. Recently, two-dimensional coher-
ent spectroscopy (2DCS) has been employed to study QD
ensembles due to its advantage of unfolding the nonlinear
signal into two frequency dimensions, enabling the iso-
lation of the biexciton signal from the charged exciton
(trion) signal [18], decoupling the homogeneous and
inhomogeneous line widths [19], and spectrally resolving
the homogeneous width, which provides insight into the
effect of QD morphology on electronic properties [20,21].
2DCS overcomes the limitation of other conventional
pump-probe techniques that spectrally average coherent
light-matter interactions [22,23].
While the ability of 2DCS to measure the variation of

optical properties within the size distribution of QDs is
already powerful, we take it to the next level by showing
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that it can reveal the coherent manipulation of the QDs
despite the fact that it varies with size. Furthermore, we
show that the population dynamics on coherently generated
populations can be observed by changing the delay of the
prepulse and interpret results as radiative decay represent-
ing the ultimate limit of coherence. The prepulse polari-
zation results are in good agreement with selection rules.
Figure 1(a) is a schematic of the experiment. The prepulse

and each pulse used in 2DCS have the same spectral profile
and are generated by a mode-locked Ti:sapphire laser at a
repetition rate of 76 MHz. The pulses have a bandwidth of
14.8meV (full width at half maximum) as shown in the inset
of Fig. 2(b). The spatial profile of the prepulse is twice as
broad as the 2D pulses in order to reduce spatial inhomo-
geneity in excitation. 2DCS is an extension of the
three-pulse transient FWM technique with the addition of
interferometric stabilization of the pulse delays and meas-
urement of the signal field [25]. Three pulses are incident
on the sample in a rephasing (photon-echo) time-ordering,
where the so-called conjugate pulseA� comes first, followed
by pulses B and C. Delays between pulses A�, B, C, and the
emitted FWM signal are denoted as τ, T, and t, respectively
[Fig. 1(a)]. AFourier transformof the signalwith respect to τ
and t generates a 2D spectrum, in which the excitation and
emission energies are correlated along the vertical and
horizontal axes, respectively. Since the pulseA� is conjugate

to the signal, the excitation energy is shown as negative
values. The delay between the prepulse pump and the 2DCS
probe (pulse A�) is denoted as Δt.
Figure 1(b) shows the energy level scheme of the InAs

QD excitonic system. The two nondegenerate exciton states
jHi and jVi have orthogonal linearly polarized transitions
to the ground state jGi due to the cylindrical-symmetry
breaking. The energy of the biexciton state jBi is lower than
the sum of the two exciton energies by the biexciton
binding energy of 3.3 meV [21,26], which is much larger
than the fine structure splitting energy of 19 μeV between
jHi and jVi [27–29]. A key result of this work is
simultaneous coherent control of both the biexciton state
and the exciton state by using a much broader spectrum for
the prepulse than biexciton binding energy.
The sample is an InAs self-assembled QD ensemble with

GaAs barriers, consisting of 10 quantum-mechanically
isolated, epitaxially grown layers. It is thermally annealed
postgrowth at 900 °C for 30 s, which results in a 100 meV
in-plane confinement. The sample was unavoidably doped
during growth, resulting in approximately half of the QDs
being charged with a hole, which forms a trion with a
photoexcited electron and hole pair [18]. This doping
occurred unintentionally, but at a known and reproducible
level. The In content becomes reduced and distributed
during sample growth and processing [30]. The maximum
In content is estimated to reach 40% in our sample. The
sample is aligned such that the eigenstates are along the
horizontal (H) and vertical (V) directions. All measure-
ments are performed with the sample cooled at 10 K in a
flow cryostat. The prepulse was focused to a diameter of
135 μm and QD density is 1010=cm2 per layer, which
results in an excitation of ∼107 QDs in the ensemble.
A cross-linearly polarized excitation and detection scheme

is used, i.e.,HVVH forA�,B,C, and the signal, respectively,
which isolates the biexciton signal from the trion’s [21].
Figure 2(a) shows a 2D rephasing amplitude spectrum
without the prepulse. The spectrum shows two peaks that
are inhomogeneously broadened along the diagonal direc-
tion, indicated by dashed lines, due to QD size dispersion.
The peak labeled Tr arises from the trion nonlinear response,
whereas the peak labeled LP arises from the biexciton
nonlinear response and is redshifted from the diagonal along
the emission energy axis by the biexciton binding energy.
The lower peak (LP) in Fig. 2(a) corresponds to the quantum
path starting from the ground state shown in Fig. 1(c). In this
work, we focus on neutral excitons and ignore trions. The
polarization for the prepulse is set along the H direction,
which transfers population from the ground state to the H
exciton and from the H exciton to the biexciton. When the
prepulse is incident on the sample, other quantum paths,
startingwith population in theH exciton state [Figs. 1(d) and
1(e)] and the biexciton state, [Fig. 1(f)] also contribute to the
2D signal. The quantum path shown in Fig. 1(d) contributes
to the signal at the position of the LP in the 2D spectrumwith
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FIG. 1. (a) Schematics of the prepulse 2DCS experiment for an
InAs QD ensemble and time ordering. Delays between the
prepulse, A�, B, C, and the signal are denoted as Δt, τ, T, t,
respectively. (b) The energy level diagram showing the ground
(jGi), horizontal (jHi) and vertical (jVi) excitons, and biexciton
(jBi) states. The coherent paths for the interaction with the
prepulse are shown as solid arrows and the radiative decay paths
are shown as dashed arrows. (c)–(f) Double-sided Feynman
diagrams representing all the quantum pathways [24] for
cross-linear polarization, where (c), (d), (e), and (f) start with
population in the ground, H exciton, and biexciton states,
respectively. The vertical lines represent evolution of the density
matrix. The arrows in each diagram from the bottom to the top
correspond to pulses A�, B, C, and the signal, respectively.
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the opposite sign compared to the signal from Fig. 1(c).
Similarly, signals from the quantumpaths shown in Figs. 1(e)
and 1(f) appear at the position labeled as the upper peak (UP)
in Fig. 2(b), which is redshifted from the diagonal along
excitation energy axis by the biexciton binding energy, with
opposite signs with respect to each other. As a result, the LP
represents the difference between theground state population
ρG and the H exciton state population ρH, whereas the UP
represents the difference between the H exciton population
ρH and the biexciton state population ρB. It should be
mentioned that the quantum paths starting from off-diagonal
elements such asρGH donot contribute to the signal due to the
phase matching condition. Figures 2(b) and 2(c) are the 2D
spectra at Δt ¼ 15 ps for the prepulse powers Ipp of 45 and
94mW, respectively. As Ipp increases, the LP disappears and
theUPappears [Fig. 2(b)]. However, as Ipp increases further,
the LP reappears and the UP disappears again [Fig. 2(c)].
This power dependence measurement is repeated for
Δt ¼ 15, 50, and 100 ps.
As we mentioned, 2D spectra show the difference

between populations, coherently generated by the prepulse,
in each state. Figure 3(a) shows peak amplitudes for the LP
(red circles) and the UP (blue squares) at energy positions
resonant with the prepulse as a function of the square root
of the prepulse power

ffiffiffiffiffiffiffi

Ipp
p

, which is proportional to the
pulse area defined by the integral of the product of the
dipole moment and electrical field with respect to time. We
define the resonant energy such that the energy between the
ground and H exciton state is the same as the center energy
of the prepulse (1355 meV). The resonant energies with the
prepulse for the LP and UP correspond to 1355 meVat the
excitation and emission energy axes, respectively, as shown
by arrows in Fig. 2(b). The prepulse delay time is indicated
in each panel in Fig. 3(a). At Δt ¼ 15 ps, population
relaxation can be ignored, since the lifetime of QD excitons
and biexcitons is more than an order of magnitude longer.
On the other hand, as Δt increases to 50 and 100 ps, the

population dynamics after coherent interaction with the
prepulse affects the signal significantly, and both the LP
and UP become less sensitive to the prepulse power—for
the same prepulse power, the change of the LP and UP
amplitudes is reduced.
To quantify this behavior, we performed calculations

using the optical Bloch equations (OBEs) for the 4-level
system shown in Fig. 1(b), which is an extension of theOBEs
for a 2-level system [31,32]. The strength of coherent
interaction with the prepulse and the population decay
dynamics afterwards are characterized by the transition
dipole moments μij and population decay times Tij between
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simulation results. (b) Simulation results for population in each
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the states (i, j ¼ G,H,V,B; i ≠ j) shown in Fig. 1(b), which
are chosen to reproduce the experimental data. Since the
population decay rate of InAs self-assembled QDs at low
temperature is known to be limited by the radiative lifetime
[28], the population decay rates are inversely proportional to
the square of the transition dipole moments,

1

Tij
∝ μ2ij: ð1Þ

Each value used in the simulation is found in Ref. [32]. We
ignore the spin relaxation between theH andV exciton states
because the relevant time scale, at low temperature, is much
greater than the delays used in this study [37]. Figure 3(b)
shows the simulation results for the population of each
component as a function of the pulse area at each delay after
the H polarized prepulse interacts with the 4-level system.
The population differences jρG − ρHj and jρH − ρBj are also
plotted as red and blue solid lines, respectively, in Fig. 3(a).
The pulse area is defined such that a complete population
inversion occurs between the ground and H exicton states
(ρG ¼ 0 and ρH ¼ 1), in the absence of the biexciton state
and population decay, when the pulse area is π. At
Δt ¼ 15 ps, as the pulse area increases, population transfer
occurs through the coherent interaction from the ground toH
exciton states and ρH exceeds ρG at the pulse area of around
0.55 π, where jρG − ρHj ¼ 0. In a 2D rephasing amplitude
spectrum, that corresponds to Fig. 2(b). As the pulse area
increases further, ρH starts becoming lower at around 0.7 π.
In contrast, ρB keeps growing and exceeds ρH at the pulse
area of around 1.0 π [Fig. 2(c)]. As Δt increases, the
population transfer from the biexciton to H and V exciton
states as well as from the H and V exciton to ground states
occurs through radiative decays, and it is clearly shown in the
simulation results that significant amounts of ρB and ρH are
transferred to ρV and ρG for higher pulse areas.
To confirm the validity of these results, we perform

experiments and simulations with a V polarized prepulse
(V-HVVH), in which case the H exciton state cannot be
populated through coherent interaction with the prepulse.
As a result, the quantum paths, starting with population in
the H exciton state [Figs. 1(d) and 1(e)], do not contribute
to the signal, shortly after the interaction with the prepulse.
Figures 4(a) and 4(b) show the 2D spectra for Ipp of 40 and
126 mW, respectively, at Δt ¼ 15 ps. Since the 2D spectra
for Ipp ¼ 0 is the same as Fig. 2(a), we do not show it
again. With increasing Ipp, the 2D spectra exhibit a
contrasting trend; the decrease of the LP and the increase
of the UP happens at a slower rate. Experiments at Δt ¼ 50
and 100 ps are also conducted. Figure 4(c) shows 2D peak
amplitudes of the LP (red circles) and UP (blue squares) at
the resonant energies as a function of

ffiffiffiffiffiffiffi

Ipp
p

at indicated Δt.
As we mentioned, at short time delay (Δt ¼ 15 ps), the LP
and UP represent ρG and ρB, respectively, due to the

absence of H excitons. AsΔt increases, both the LP and UP
become less sensitive to the prepulse power.
By changing the polarization of the prepulse, we observe

different behaviors of the population dynamics, which are
consistent with the quantum pathways. The simulation
results for the interaction with the V polarized prepulse are
also shown in Figs. 4(c) and 4(d) in the same manner as
Figs. 3(a) and 3(b). The characteristic feature of the V
polarized prepulse at larger Δt and higher pulse area is that
a noticeable amount of ρH is created through the radiative
decay process, which results in the reduction of 2D peak
amplitudes of both the UP and LP at higher intensity.
Although experimental results correspond to population
differences, we can obtain the population in each state by
comparing with calculation results.
In summary, we demonstrate coherent control of the

exciton-biexciton system in an ensemble of ∼107 InAs
self-assembled QDs, and show the ability of reading out
the population in each state using 2DCS. We obtained an
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excellent agreement between the experiments and theory.
The technique and information obtained in this work are of
interest in the field of QD SOAs, where coherent light-
matter interactions have been used to control the quantum
state of ensemble QDs [11,38]. This work also demon-
strates the potential of 2DCS as a probe of excited states in
other inhomogeneously broadened systems [39,40].
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