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The 17Oðp; αÞ14N reaction plays a key role in various astrophysical scenarios, from asymptotic giant
branch stars to classical novae. It affects the synthesis of rare isotopes such as 17O and 18F, which can
provide constraints on astrophysical models. A new direct determination of the ER ¼ 64.5 keV resonance
strength performed at the Laboratory for Underground Nuclear Astrophysics (LUNA) accelerator has led to
the most accurate value to date ωγ ¼ 10.0� 1.4stat � 0.7syst neV, thanks to a significant background
reduction underground and generally improved experimental conditions. The (bare) proton partial width of
the corresponding state at Ex ¼ 5672 keV in 18F is Γp ¼ 35� 5stat � 3syst neV. This width is about a

factor of 2 higher than previously estimated, thus leading to a factor of 2 increase in the 17Oðp; αÞ14N
reaction rate at astrophysical temperatures relevant to shell hydrogen burning in red giant and asymptotic
giant branch stars. The new rate implies lower 17O=16O ratios, with important implications on the
interpretation of astrophysical observables from these stars.
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Measurements of the C, N, and O isotopic ratios in the
atmospheres of red giant branch and asymptotic giant
branch (AGB) stars, as well as in meteoritic stardust grains
originating from AGB stars [1], can be used to test the
efficiency of deep mixing processes, such as those due to
convection, rotational instabilities, magnetic buoyancy,
thermohaline circulation, and gravity waves [2–4].
Indeed, variations in these isotopic ratios are expected to
occur at the surface of a giant star when the mixing extends
down to the stellar interior where the H burning takes place.
Thus, knowledge of the rates of reactions belonging to the
CNO cycle is required. In particular, accurate and precise
knowledge of the 17Oðp; αÞ14N reaction can place

important constraints on the 17O=16O abundance ratio
predicted by different astrophysical models [1]. An
improved measurement of the 17Oðp; αÞ14N reaction rate
may also help shed some light on the peculiar composition
of some presolar grains [5].
Over a wide range of astrophysical temperatures relevant

to quiescent (T ¼ 0.03–0.1 GK) and explosive (e.g., up to
T ¼ 0.4 GK in novae) H burning, the reaction rate of
17Oðp; αÞ14N is dominated by two isolated and narrow
resonances, respectively, at ER ¼ 183 and 64.5 keV (in the
center-of-mass system). However, while measurements of
the 183 keV resonance strength [6–11] have led to values
that are in good agreement with one another and yield a
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weighted average of ωγ ¼ ð1.66� 0.10Þ × 10−6 eV [12],
the strength of the 64.5 keV resonance is still uncertain. An
early attempt at its direct measurement [13] reported
an upper limit (ωγ < 0.8 neV), later superseded
(ωγ ≤ 22.0 neV) by an unpublished reanalysis [14] of
the same data. A subsequent study [15], under infinitely
thick-target conditions, reported a value of Γp ¼
22� 3 neV for the proton partial width, from which a
strength ωγ ¼ 5.5þ1.8

−1.5 neV (value adopted in the NACRE
compilation [16]) was inferred. Later reanalyses [17,18],
however, led to slightly different values, including Γp ¼
19� 2 neV [18], as adopted in the STARLIB compilation
[19]. Indirect investigations by Sergi et al. [12,20] based on
the Trojan Horse Method arrived at a bare (i.e., free from
electron screening effects) weighted average ωγ ¼
3.42� 0.60 neV. The most recent determination of the
17Oðp; αÞ14N reaction rate is reported by Buckner et al.
[21] where an increase of 30% compared to the rate of
Iliadis et al. [22] is ascribed to the influence of a −2 keV
subthreshold state in 18F.
In this Letter, we present the results of an accurate

measurement of the ER ¼ 64.5 keV resonance strength in
the 17Oðp; αÞ14N reaction and provide a new recommended
astrophysical reaction rate. This measurement forms part of
a scientific program of H-burning reaction studies [23,24]
at the Laboratory for Underground Nuclear Astrophysics
(LUNA) [25,26].
The experiment was performed at the LUNA 400 kV

accelerator [27] of Laboratori Nazionali del Gran Sasso
(LNGS) of INFN, Italy, using intense (≈150 μA), low-
energy proton beams on Ta2O5 targets [28] isotopically
enriched (80%–85% ca.) in 17O (ΔElab ≈ 6 keV at the
resonant energy, corresponding to a proton beam energy in
the laboratory frame Ep ¼ 70 keV). Targets were also
doped with a small amount (a few percent) of 18O for
calibration and setup commissioning purposes [29]. We
typically replaced targets after about 20 C of accumulated
charge to keep target degradation to about 10% at most,
corresponding to a reduction in target thickness of less than
1 keV [29] and thus ensuring thick-target conditions
throughout the measurement (see below).
Because of the low bombarding energies, the kinematics

of the emitted alpha particles is essentially determined by
the Q value (Q ¼ 1.192 MeV) of the 17Oðp; αÞ14N reac-
tion. Thus, an experimental setup for high-efficiency,
low-energy alpha-particle detection was developed and
commissioned [29]. Briefly, the setup consisted of an array
of silicon detectors (300–700 μm thick), with a total
efficiency at backward angles (135.0° and 102.5° to the
beam axis) and at a distance of 6 cm from the target of
about 10%, as obtained by Monte Carlo simulations [29].
Aluminized Mylar foils (2.4 μm thick) were mounted in
front of each detector to protect them from elastically
scattered protons. The calculated energy loss (TRIM [30])

for alpha particles from the reaction was about 750 keV (in
the lab). Signals from the detectors were processed with
standard electronics and acquired in list mode (MIDAS
[31]), with a trigger given by the logic OR gate of the
silicon detectors’ signals. The measurements took place for
an overall accumulated charge on target of 75 C off
resonance (Ep ¼ 65 keV) and 137 C on resonance
(Ep ¼ 71.5 keV). Background runs (no beam on target)
were also acquired for a total of 217 hours.
Under thick-target conditions, the ER ¼ 64.5 keV reso-

nance strength ωγ can be determined directly from exper-
imental yields as [32]:

ωγ ¼ 2

λ2
ϵeff

Nα

ηWNp
¼ 2

λ2
ϵeff

Nαe
ηWQ

; ð1Þ

where Nα and Npð¼ Q=eÞ represent the number of
detected alpha particles and incident protons, respectively
(with e and Q elementary and total accumulated charge,
respectively); ϵeff is the effective stopping power in the
center-of-mass frame; W ¼ WðθÞ is the angular distribu-
tion at detector laboratory angle θ; η the detection
efficiency; and λ the de Broglie wavelength at the
center-of-mass resonant energy.
The expected alpha-particle yield from the ER ¼

64.5 keV resonance is extremely low (about 1 000 times
lower than for the ER ¼ 183 keV resonance). It was thus
critical to define the relevant region of interest (ROI) as
accurately as possible. To this end, we exploited
the stronger alpha peak from the ER ¼ 183 keV
(Ep ¼ 193 keV) resonance, not known at the time of
previous direct studies. Based on the measured location
and total width of this peak (Fig. 1) in each detector
(Eα ≈ 250 keV and ΔEα ≈ 100 keV, respectively, after
passing through the aluminized Mylar foils [30]), we
defined the ROI for Ep ¼ 70 keV resonance as being

100 200 300 400 500 600 700
Energy [keV]

0

1000

2000

3000

4000

C
ou

nt
s/

C

FIG. 1. Typical α-particle spectrum from the ER ¼ 183 keV
resonance at Ep ¼ 193 keV. The position and width of the alpha-
particle peak (shaded area) is used to help define the ROI for the
ER ¼ 64.5 keV resonance alpha particles. Error bars correspond
to statistical uncertainties.
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approximately 100 keV wide and centered around about
200 keV (with actual values varying detector by detector) to
take into account a small energy shift (≈50 keV) due to the
combined effect of the lower beam energy (70 keV
compared with 193 keV) and the slightly lower α-particle
energy loss through the foils. Energy loss calculations were
done using TRIM [30], and the values reported here are in
the laboratory system. We also checked that no shifts in the
energy calibration [33] occurred during the whole data
taking campaign, which might have affected the ROIs. This
was achieved by daily monitoring the position of the alpha-
peak centroid from the Ep ¼ 151 keV resonance in the
18Oðp; αÞ15N reaction [29].
To further ensure the quality and reliability of our data,

additional selection criteria were employed: data were
divided in fragments of 20 minutes each, and rates in
the ROI and in adjacent energy regions were monitored for
stability over time using a maximum likelihood approach.
We selectively discarded data with rates 5 or more standard
deviations away from average values as well as data with
known experimental issues. Approximately 30% of all data
were rejected following this procedure. Target degradation
due to intense beam bombarding (resulting in reduced
target thickness and thick-target yield by about 0.5% per
Coulomb in each case [29,34]) was properly taken into
account in the data analysis. Details of target stoichiometry
measurements are given in Ref. [28].
Figure 2 shows an overlay of background spectra taken

over ground and underground, as well as the full energy
spectrum taken on resonance (Ep ¼ 71.5 keV) and summed
over all detectors (all spectra have been properly normalized

in time). Note a factor of 15 reduction in underground
background in the ROI (vertical dashed lines), demonstrat-
ing a crucial advantage of underground measurements for
charged particle detection at these energies. The exponen-
tial-like feature at E ≤ 100 keV in the on-resonance spec-
trum is due to a combination of natural background and
electronic noise. Peaks at higher energies are due to 3He and
alpha particles from beam-induced background reactions on
6Li and 11B contaminants in the target. No evidence was
found for reactions on 7Li and 10B. To assess any potential
contribution of beam-induced background peaks in the
region of interest, we employed a correlation analysis
between counts in the ROI and counts in the background
peaks, detector by detector. We found no evidence of any
contributions from such reactions to events in the ROI.
In order to extract the net counts of alpha particles Nα in

the ROI of the ER ¼ 64.5 keV resonance, the following
subtraction procedure should be applied. (1) Normalize all
spectra (on resonance, off resonance, and natural back-
ground) to time. (2) Subtract the natural background from
the on- and off-resonance spectra (bin by bin).
(3) Normalize the resulting on- and off-resonance spectra
in charge. (4) Subtract the charge-normalized off-resonance
spectrum from the on-resonance one (bin by bin).
(5) Integrate the counts in the ROI.
Time-normalized spectra (on resonance, off resonance,

and natural background) are shown in Fig. 3, with the y axis
on the right-hand side. Also shown is the histogram
obtained from a bin-by-bin subtraction of the natural
background spectrum from the on-resonance spectrum in
counts/C (y axis on the left-hand side). The shaded region
represents the ROI of the expected alpha particles from the
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FIG. 2. Overlay of background spectra taken overground (grey
line) and underground (dashed line) showing a factor of 15
background reduction in the region of interest (vertical lines) of
expected alpha particles from the ER ¼ 64.5 keV resonance in
17Oðp; αÞ14N. Also shown is the full energy spectrum (black line)
taken on resonance at Ep ¼ 71.5 keV. Peaks arise from beam-
induced reactions on target contaminants as labeled. The peak
around 5 MeV is ascribed to intrinsic alpha activity in the silicon
detectors [29].
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FIG. 3. Overlay of time-normalized on-resonance
(Ep ¼ 71.5 keV), off-resonance (Ep ¼ 65 keV), and natural
background spectra in counts/h (lines are to guides to the
eye). Also shown is the histogram (in counts/C) obtained after
a bin-by-bin subtraction of the time-normalized natural back-
ground spectrum from the on-resonance one. The shaded peak
corresponds to the region of interest of the alpha particles from
the 64.5 keV resonance. Note the different y axes.
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ER ¼ 64.5 keV resonance in 17Oðp; αÞ14N. Note a factor
of about 600 reduction in count rate compared to that from
the ER ¼ 183 keV resonance (Fig. 1).
Numerical values of the spectra subtraction procedure

are reported in Table I. Here, Nα represents the integral of
counts in the ROI (on-resonance spectrum) after sub-
tracting, bin by bin, the time-normalized background
spectrum (beam-off run); NB gives natural background
counts in the ROI (after time normalization to the on-
resonance spectrum); and BIB represents the beam-induced
background counts in the ROI (off-resonance run) after
subtraction of the time-normalized natural background
spectrum. Note that the BIB value is negative, though
consistent with 0, because the off-resonance spectrum and
the natural background spectrum are essentially indistin-
guishable from one another (Fig. 3). In order to avoid
subtracting a negative number (beam-induced background)
from Nα [point (4)], which would lead to an artificially
higher resonance strength, we adopted a second, more
sophisticated analysis to determine the net alpha-particle
counts in the ROI Nα based on the maximum likelihood
approach.
Following the procedure described in Sec. 5.1 of

Ref. [35], we used a likelihood function L given by the
product of three Poisson distributions:

L ¼ Ponðμþ bþ ν; nÞPbkgðτbb;mÞPoffðτobþ ξν; lÞ; ð2Þ
where n, m, and l are, respectively, the total number
of events observed in the ROI for on-resonance, off-
resonance, and background runs, and μ, b, ν are, respec-
tively, the estimators for the signal events, natural
background, and beam-induced background events.
These estimators are not known a priori. The terms τb ¼
tbkg=ton and τo ¼ toff=ton represent (live) time normaliza-
tion factors for background and off-resonance runs, respec-
tively; ξ ¼ Qoff=Qon is the charge normalization factor for
off-resonance runs. We maximized Eq. (2) numerically
with the condition ν ≥ 0 to obtain the best values for μ, b,
and ν, corresponding to the maximum likelihood of the
observation. For ease of computation, uncertainties in these
best values were estimated by a Monte Carlo simulation
technique described in Refs. [35,36]. Results are in

excellent agreement with those obtained from the back-
ground subtraction approach (Table I). We opt to use results
from this maximum likelihood analysis to determine the
ER ¼ 64.5 keV resonance strength value, obtaining
ωγ ¼ 10.0� 1.4stat � 0.7syst neV, with sources of uncer-
tainty listed in Table II. Note that an angular distribution
WðθÞ ≈ 1 was used as we inferred from an R-matrix
calculation with AZURE2 [37] based on known properties
of this resonance and validated on the ER ¼ 183 keV
resonance against data by Ref. [8]. The effective stopping
power ϵeff [Eq. (1)] was typically 32 eV=½1015 atoms cm−2�
and varied by up to 10% from target to target and
depending on degradation. The uncertainty in the stopping
power value for each individual target was as quoted in
Table II.
Our new value of the ER ¼ 64.5 keV resonance strength

is about a factor of 2 higher than reported in Ref. [15]. The
reason for such a discrepancy is not obvious. Correcting for
the electron screening effect (enhancement factor f ¼ 1.15
based on the adiabatic approximation [38,39]), we obtain a
(bare) value ωγ ¼ 8.7� 1.2stat � 0.6syst neV. From our
new resonance strength values, we derive a proton width
for the ER ¼ 64.5 keV resonance state (Ex ¼ 5672 keV in
18F) of Γp ¼ 40� 6stat � 3syst neV (screened) and Γp ¼
35� 5stat � 3syst neV (bare), using the approximation
Γtot ∼ Γα ¼ 130� 5 eV [40]. Our bare Γp value was used
to calculate a revised astrophysical rate for the
17Oðp; αÞ14N reaction, using the online RATESMC tool
[41] and modifying the input file employed in Ref. [21].
The proton partial width was the only parameter that we
changed in the file.
Our new recommended rate is available in tabular form

in the Supplemental Material [42]; a comparison with the
rate of Ref. [22] (widely used in recent astrophysical
models) is shown in Fig. 4. Note that our new recom-
mended reaction rate is a factor of 2 higher at temperatures
of astrophysical interest for AGB stars, entirely due to our
enhanced value of the ER ¼ 64.5 keV resonance strength.
We do not find evidence of any increase in the rate due to
the −2 keV subthreshold state in 18F (as claimed in
Ref. [21]) and conclude that the 30% increase reported
in Ref. [21] is chiefly due to a revision in the most recent

TABLE I. Net total counts (integral over the ROI) obtained
using the spectra-subtraction method and the maximum like-
lihood approach (see the text for details).

Event type
Subtraction
method

Maximum
likelihood

Nα (On-resonance spectrum) 1222� 165 1257� 178
NBa (Beam-off spectrum) 13814� 111 13779� 98
BIBb (Off-resonance spectrum) −109� 194 0þ55−0

c

aNB ¼ Natural background.
bBIB ¼ Beam-induced background.
cAt the 68% confidence level.

TABLE II. Sources of uncertainty in the determination of the
ER ¼ 64.5 keV resonance strength. The tail asymmetry error
arises from the nonsymmetric shape of the alpha-particle peak.
See Ref. [29] for details.

Source Estimated error

Statistical �14.2%
Efficiency �5.5%
Stopping power �4.0%
Charge integration �2.0%
Tail asymmetry
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value of the proton separation energy Sp ¼ 5607.1�
0.5 keV [43] used here and in Ref. [21] as compared to
the value Sp ¼ 5606.5� 0.5 keV [44] previously adopted
by Iliadis et al. [22]. The new proton separation value leads
to ER ¼ 64.5� 0.5 keV used in this work.
The increase in the 17Oðp; αÞ14N reaction rate has

important implications for the interpretation of several
astronomical observations of the 17O=16O isotopic ratio,
including infrared and radio spectra of stars and diffuse
matter, as well as abundance measurements in various
solar-system components [1] and in presolar stardust
inclusions in pristine meteorites [5]. The faster destruction
rate of 17O at typical temperatures of shell H burning
translates into a factor of 2 reduction in the equilibrium
value of the 17O=16O ratio. However, a full evaluation of the
implications of this result on the evolution of the stellar
surface composition and corresponding stellar yields
requires stellar models with the appropriate treatment of
all mixing processes that can bring H-burning ashes to the
stellar surface. These issues will be addressed in greater
detail in forthcoming work [45,46]. Preliminary calcula-
tions for intermediate-mass stars show that the 17O=16O
ratio after the first dredge up is up to 20% smaller than
previously estimated, with the maximum variation obtained
for stars with M ∼ 2.5 M⊙. Similarly, the 17O=16O ratio is
reduced by roughly a factor of 2 in massive AGB stars that
experience hot bottom burning.
In summary, we reported on the most accurate value for

the ER ¼ 64.5 keV resonance strength in the 17Oðp; αÞ14N
reaction from a direct measurement at the underground
LUNA accelerator. Major improvements compared to
previous direct studies were possible thanks to generally
improved experimental conditions, including a 15-fold
reduction in natural background in the region of interest
of the detected alpha particles; a very accurate definition of

the region of interest based on the ER ¼ 183 keV reso-
nance in 17Oðp; αÞ14N, not known at the time of previous
measurements; and a precise energy calibration [46]. Our
reaction rate is about a factor of 2 to 2.5 higher than
previous rates reported by Iliadis et al. [22] and by Buckner
et al. [21]. The effect of this revised rate on the nucleo-
synthesis of 17O has been briefly presented in relation to
hydrogen burning in AGB stars and presolar grain compo-
sitions. More detailed implications will be reported in
forthcoming work.
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