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We demonstrate a two-qubit logic gate driven by near-field microwaves in a room-temperature
microfabricated surface ion trap. We introduce a dynamically decoupled gate method, which stabilizes the
qubits against fluctuating energy shifts and avoids the need to null the microwave field. We use the gate to
produce a Bell state with fidelity 99.7(1)%, after accounting for state preparation and measurement errors.
The gate is applied directly to ¥*Ca™ hyperfine “atomic clock” qubits (coherence time T5 ~ 50 s) using the
oscillating magnetic field gradient produced by an integrated microwave electrode.
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Laser-cooled trapped atomic ions are a promising plat-
form for the development of a general-purpose quantum
computer [1]. In common with other technologies, the
present challenge is performing all elementary logic oper-
ations with the fidelity necessary for quantum error
correction while using techniques which can be scaled to
the number of qubits required to perform a useful compu-
tation. Trapped-ion qubits are based on either optical [2] or
hyperfine [3] atomic transitions. Hyperfine qubits lie in the
convenient microwave domain and have exhibited minute-
long memory coherence times [4,5]. Nevertheless, they are
usually manipulated via optical (Raman) transitions—first
because of the convenience of addressing individual ions
with tightly focused laser beams [6], and second because
the short optical wavelength allows efficient multiqubit
logic gates based on coupling the ions’ spin and motional
degrees of freedom [7].

Microwave methods have been proposed [8-10], and
recently demonstrated, both for individual qubit addressing
[11-13] and for multiqubit logic gates [14—16]. This offers
the prospect of performing all coherent operations using
purely electronic methods, making phase control signifi-
cantly easier, and replacing lasers with cheaper, smaller,
more stable microwave devices. Microwave elements can
also be integrated into trapping structures more easily than
their optical counterparts for improved scalability [17].
Furthermore, microwave gates can theoretically attain
higher fidelities as they are not fundamentally limited by
photon scattering [18]. Two distinct microwave methods are
being pursued: using far-field microwaves in combination
with a local static magnetic-field gradient, and using a local
near-field microwave magnetic-field gradient. Microwave-
driven two-qubit gates have previously been reported in a
single experiment using the near-field method (with 76%
fidelity [14]), and in two experiments using the far-field
method (with 70% fidelity in a three-ion chain and, very
recently, 98.5% for a pair of ions [15,16]). Beyond quantum
information processing, microwave quantum logic tech-
niques are also applicable to metrology and high-resolution
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spectroscopy, for example, for the study of systems without
accessible optical transitions [7,19].

In this Letter, we report a near-field microwave two-qubit
gate with fidelity exceeding the ~#99% minimum threshold
for physical operations, which is necessary for fault-
tolerant quantum computing [20-22]. The gate fidelity is
comparable to the best-reported values achieved with
lasers, or in other qubit technologies [23-27]. We estimate
the main sources of error in the gate and set a limit on the
errors induced by the gate fields on an “idle” memory qubit.
The two-qubit gate operation is implemented with the same
qubit states, and in the same device, which we have
previously used in demonstrating high-fidelity (> 99.9%)
single-qubit state preparation, gates, memory, and readout
[5]. The trap is a lithographically defined two-dimensional
surface-electrode design, incorporating integrated micro-
wave waveguides and resonators, and it operates at room
temperature [17]. Surface traps are especially promising for
scaling up to large numbers of trap zones, as proposed for a
“quantum CCD” architecture [7,28].

This work was performed using the *Ca* intermediate-
field atomic clock qubit described in Ref. [5]. The qubit is
formed from a pair of hyperfine states in the ground level,
separated by a 3.20-GHz transition (Fig. 1), whose fre-
quency is first-order independent of magnetic field at a
static field of 14.6 mT. Details of the laser cooling,
initialization, and measurement of this qubit may be found
in Refs. [5,29].

The two-qubit gate implemented in this work is an
extension of the ideas of Mglmer and Sgrensen (MS),
Ospelkaus et al., and Bermudez et al. [9,30,31]; it is a gate
driven by a microwave near-field gradient, which is robust
to what would otherwise be the largest source of exper-
imental error in our system, viz. fluctuating a.c. Zeeman
shifts arising from the microwave fields. A standard MS
gate is implemented with a bichromatic field with frequen-
cies near the first red and blue sideband transitions for one
of the ions’ normal modes of motion, resulting in dynamics
described by the Hamiltonian
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FIG. 1. Part of the ground-level hyperfine structure of *Ca* at
14.6 mT, showing the clock-qubit states (||}, [1)), and other
states (grey) connected to them by spectator transitions. The blue
and red sideband fields (BSB, RSB) have frequencies (o, + A)=+
(@, + 8), where w, is the unperturbed qubit frequency, w, the
motional mode frequency, & the gate detuning, and A = Ay — A
the differential a.c. Zeeman shift produced by the (strong)
sidebands. The (weak) carrier used for dynamical decoupling
is resonant with the shifted qubit transition at (w, + A). Dashed
lines indicate unshifted qubit states.

1 . .
Hys = EhQS(ae"” + afe=ior), (1)

Here, Q and ¢ are the gate Rabi frequency and detuning,
respectively (see Fig. 1), and § = 0,1 £ 0, is the collec-
tive spin operator, where o, ; is the Pauli operator acting on
ion i and the sign is positive (negative) if the ions’ normal
motions are in phase (antiphase).

The ions’ motion is driven by the spatial gradient of the
microwave magnetic field. In general, this gradient will be
accompanied by a nonzero field amplitude at the ions’
equilibrium positions. (The field can be made small by
nulling with additional microwave electrodes [9], or with
specific trap geometries [32], but in practice, it will always
be present at some level.) This unwanted field will drive
off-resonant Rabi flopping (spin flips) on any hyperfine
transition connecting to the qubit states, but the effect of
this on the operation of the gate can be highly suppressed
using pulse-shaping techniques [33]. The field also induces
a differential a.c. Zeeman shift A on the qubit transition
(Fig. 1), described by the Hamiltonian

1
H; = EhA(O'z.l +0.,). (2)

A constant a.c. Zeeman shift may be treated as an effective
change in the qubit frequency and compensated for
by adjusting the microwave frequencies appropriately.
However, any fluctuations in A will lead to qubit dephasing
and asymmetric sideband detunings, which can be

significant sources of error. Henceforth, we assume that
the bulk of the a.c. Zeeman shift has been compensated
for, and we use A’ to represent the residual fluctuations
(which we take to be slowly varying compared with the
gate’s duration).

If Hyg acted in the o, basis, it would commute with H,
and this error could be suppressed by performing the gate
inside a spin-echo sequence [34]. However, o, gates are not
straightforward to implement with microwaves [9]. Instead,
we take advantage of the fact that Hy;5 does commute with
a carrier drive of the qubit transition, provided that the
carrier phase is chosen to produce rotations about the same
axis of the Bloch sphere as Hys. The corresponding
Hamiltonian is

1
Hc = zhgc(ax,l + 6)(,2)' (3)

This carrier drive dynamically decouples the qubit from
Hy, as can be seen by considering the total system
Hamiltonian, Ht = Hys + H, + Hz, in the interaction
picture with respect to H_.:

1
H, = Hyg + EhAl g 0,;c08 Q.1+ 0,;sinQ. 1. (4)
i=12

If Q. > Q, A’ the summed terms in Eq. (4) oscillate rapidly
and may be disregarded. The rotating-frame Hamiltonian
then reduces to Hys. Furthermore, setting 2.7, = 2mxn for
gate time 7, and integer m ensures that the rotating frame
coincides with the lab frame at f4, SO an error-free MS gate
is achieved in both frames.

The requirement that Q.7, = 2mz may be avoided by
using a composite gate sequence, with an additional z pulse
on each ion midway through the gate to refocus any
partially complete carrier Rabi oscillations [35,36]
(Fig. 2). For this to work, the gate must be composed of
an even number of phase-space loops so that the z pulse is
applied while the ions’ spins are disentangled from their
motion. In this case, the gate is not sensitive to the exact
value of Q_, provided that the applied pulse area is the same
for each half. This sequence has the added benefit of being
insensitive to transient a.c. Zeeman shifts at the beginning
and end of each half. Moreover, if the z-pulse phase is
chosen to give a rotation about the y axis, errors due to drifts
in the motional mode frequency are also suppressed [37].

The dynamically decoupled MS (DDMS) gate described
above is closely related to the “single-sideband” (SSB) gate
proposed and demonstrated in Refs. [31,35,36], which uses
only one of the red or blue sideband fields in combination
with a carrier drive. The SSB gate was originally introduced
for use with lasers, where it has the advantage that, unlike
the MS gate, it does not require interferometric stability
between optical fields. This advantage is inconsequential
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FIG. 2. Experimental demonstration of a four-loop DDMS gate. (a) State populations P as a function of detuning &, where the dashed
line indicates the detuning used in (b). Solid lines show a numerical simulation, starting from a ground-state cooled motional mode.
(b) Measurement of the parity (P44 + P — P4 — P 4), used to determine the fidelity of the Bell state |¥) = |11) + i|] |) produced
by the gate. The data consist of five separate experimental runs, which were interleaved with measurements of the SPAM error and Bell
state populations. A maximum-likelihood fit (solid line), assuming binomial statistics [24], gives a parity amplitude of 0.9953(23). The
phase offset is determined from an independent calibration and is not floated in the fit. Error bars represent 68% confidence intervals.
Weighted residuals [(data — fit) /error]| are plotted. All data have been corrected for SPAM errors (see text).

for microwave gates due to the relative ease of accurately
controlling microwave phases.

In their original proposal for the SSB gate, the authors
noted that their carrier drive technique could be extended to
the standard MS gate [31]. Our work develops this idea,
identifying the importance of the relationship between the
carrier and sideband phases (which is not significant for the
SSB gate) and providing numerical modeling (Supplemental
Material Ref. [38]), as well as an experimental demonstra-
tion. The principle advantage of the DDMS gate is that,
unlike the SSB gate and other “dressed-state” schemes
[16,31,39], the carrier drive is merely used to suppress
noise, rather than forming a fundamental part of the gate
mechanism. As a result, when A’ =0, the DDMS gate
exactly reproduces the MS dynamics at all times and for all
values of Q.. This is not true for the SSB gate, which is
consequently very susceptible to noise in Q. (see
Supplemental Material Ref. [38]). This is a significant
limitation of the SSB gate, potentially requiring the use
of second-order driving fields to achieve high fidelities [36].
Additionally, the DDMS gate requires half the total micro-
wave power to achieve a given gate speed, reducing the
power dissipated in the ion trap chip.

For the experimental implementation, we confine a pair
of ¥Ca' ions 75 yum above the surface-electrode trap
described in Ref. [17]. We perform the gate on one of
the ions’ radial rocking (out-of-phase) modes, whose
secular frequency is 3.255 MHz, chosen because its heating

rate (7 < 5 s7!) is lower than that of the 3.286-MHz center-
of-mass mode [60(15) s™!]. We generate the Paul trap
radio-frequency drive (38.3 MHz, ~60 V amplitude) using
a home-built high-stability source, which reduces fluctua-
tions in the radial mode frequency to ~30 Hzrms. We
suppress errors due to the residual mode frequency fluc-
tuations by cooling the rocking mode close to its ground
state (7 < 0.1) with Raman sideband cooling [29]. We
similarly cool the spectator rocking mode (at 3.588 MHz),
to minimize dephasing due to cross-phase modulation
[40,41]. In future experiments, ground-state cooling could
be achieved using microwave sideband cooling [14].

We generate microwaves by up-converting rf at
~300 MHz from a commercial direct digital synthesis
(DDS) source [42]. The RSB and BSB are generated
and amplified separately, before being combined on a
quadrature hybrid. After the hybrid, a custom cavity filter
[43] removes noise (which had been observed to excite
microwave spectator transitions during the gate) from the
signal before it is fed to one of the trap’s microwave
electrodes. To minimize the effect of off-resonant spin flips,
we turn the RSB and BSB on (off) adiabatically with a rise
(fall) time of 3 us. Additionally, we predistort the sideband
pulse envelope to compensate for slow (~ms) power
transients during the gate. We use a slow digital feedback
loop based on an IC power detector to reduce long-term
drifts in the sideband power. Finally, we apply a 200-Hz
zero-peak linear ramp to the RSB and BSB DDS
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frequencies during the gate to compensate for an observed
“chirp” in the radial mode frequency (which may originate
from thermal transients in the trap caused by the micro-
waves). Using 2 W in each sideband, we achieve a gate
Rabi frequency of Q/2z =308 Hz. The resulting differ-
ential a.c. Zeeman shift is A/2z = 20.78 kHz. For the
carrier drive, we apply 3 uW to a second trap electrode,
giving Q./27 = 3.7 kHz. See Ref. [38] for further details.

The gate sequence is shown in Fig. 2(a). The gate consists
of four loops in motional phase space, with a y-axis z pulse
(3.2 ps duration) midway through. The total gate time is
t, =3.25ms. We measure the fidelity of the Bell state
produced by the gate using standard tomography [34].
The populations measured directly after the gate give
Py, + Pyy = 0.9980(8). Combining this with the parity
measurement shown in Fig. 2(b), we calculate a fidelity of
99.7(1)%. Here, we have corrected for the independently
measured state-preparation and measurement (SPAM) error
of 0.34(3)% per qubit [24].

To estimate the benefit of the DDMS gate over the basic
MS scheme, we perform the single-ion Ramsey experiment
shown in Fig. 3. Here, the RSB and BSB are set up as for a
gate on the two-ion rocking mode, leaving them ~30 kHz
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FIG. 3. Single-ion Ramsey experiment used to measure a.c.
Zeeman shift fluctuations, with (blue circles) and without (red
squares) the carrier drive and refocusing z[y] pulse. (a) We scan
the Ramsey phase ¢ to obtain a fringe. Lines show maximum-
likelihood fits to the data, giving fringe contrasts of 0.998(5) and
0.924(6). (b) We set ¢ to the fringe’s peak and monitor
fluctuations in P4 over time. The average of the blue data points
gives Py = 0.9994(4), indicating that the gate fields induce
<0.1% loss of qubit coherence. The right-hand ordinate gives,
for the red points, the simulated MS gate error for a given fringe
contrast, assuming normally distributed shot-to-shot a.c. Zeeman
shift fluctuations. All data have been corrected for SPAM errors.

detuned from the nearest single-ion motional mode. As a
result, they create an a.c. Zeeman shift without coupling to
the ion’s motion. The fluctuations in this a.c. Zeeman shift
are determined from the resulting loss of fringe contrast.
Without the dynamical decoupling and refocusing pulse,
we measure a fringe contrast of 0.924(6). Assuming
normally distributed shot-to-shot fluctuations in the a.c.
Zeeman shift, this corresponds to A’ = 19.7(8) Hzrms,
which would give a MS gate error of 5.6(5)% [Fig. 3(b)].
With the dynamical decoupling and refocusing pulse, we
find no loss of fringe contrast at the level of the measure-
ment’s sensitivity. This experiment also implies that the
DDMS gate fields would introduce <0.1% error on “idle”
memory qubits.

The measured two-qubit gate error is consistent with the
<0.2% error expected from the rocking-mode heating rate
and the ~0.2% error expected from the ~30 Hzrms
fluctuations in the rocking-mode frequency. We infer from
the data in Fig. 3 that errors due to off-resonant excitation
and a.c. Zeeman shift contribute <0.1% error. Similarly,
from the agreement between theory and data in Fig. 2(a),
we estimate the error due to systematic miscalibration in the
sideband Rabi frequencies or gate time to be <0.1%.

In conclusion, we have introduced a dynamically
decoupled two-qubit gate scheme for trapped ions, which
we have implemented with 99.7(1)% fidelity using near-
field microwave techniques in a room-temperature micro-
fabricated surface trap. The gate was applied to *Ca*
hyperfine qubits, for which state-of-the-art single-qubit
performance was previously demonstrated in the same
apparatus (Table I). Present limits to the gate speed and
fidelity are purely technical and could be improved signifi-
cantly in future experiments. Heating rates can be decreased
using surface cleaning techniques [45,46] or cryogenic
operation [47]. The gate speed could be substantially
increased, thereby also reducing its sensitivity to heating
and motional mode frequency fluctuations, by moving the
ion closer to the trap electrodes or increasing the microwave
power. Off-resonant excitation and a.c. Zeeman shifts could

TABLE I. Summary of errors in elementary qubit operations
achieved in the present apparatus for the **Ca®™ (1), [|))
hyperfine ‘“‘atomic clock” qubit. The readout error could be
reduced to the 0.5 x 1073 level measured in Ref. [5] by using
spatially resolved fluorescence detection [44]. Addressed single-
qubit microwave gates with ~1 x 10~3 error were demonstrated
for Mg hyperfine qubits in a similar surface trap [11].

Error
Operation (x1073)  Reference
Memory (t, = 3.25 ms)/(T5 = 50 s) 0.07 [5]
State preparation 0.2 [5]
Global single-qubit gate (benchmarked)  0.001 [5]
Single-shot readout (per qubit) 3 This work
Two-qubit gate (tomography) 3 This work
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be reduced by nulling the microwave field using multiple
electrodes [9,13,48] or improved trap geometries [32]. The
dynamical decoupling demonstrated here should prove to be
particularly effective when used in combination with these
more advanced trap designs, as it significantly reduces the
level of field suppression that must be achieved, and for
mitigating the effects of cross-talk when scaling up towards
the “quantum CCD” architecture. Finally, we note that the
DDMS gate may be useful for laser-driven gates on optical
or hyperfine qubits, to suppress the effect of a.c. Stark
shifts [49].
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