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We investigated the giant resonance in xenon by high-order harmonic generation spectroscopy driven by
a two-color field. The addition of a nonperturbative second harmonic component parallel to the driving
field breaks the symmetry between neighboring subcycles resulting in the appearance of spectral caustics at
two distinct cutoff energies. By controlling the phase delay between the two color components it is possible
to tailor the harmonic emission in order to amplify and isolate the spectral feature of interest. In this Letter
we demonstrate how this control scheme can be used to investigate the role of electron correlations that give
birth to the giant resonance in xenon. The collective excitations of the giant dipole resonance in xenon
combined with the spectral manipulation associated with the two-color driving field allow us to see features
that are normally not accessible and to obtain a good agreement between the experimental results and the
theoretical predictions.
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High-order harmonic generation (HHG) has proved to be
a valuable spectroscopic tool for probing the electron
structure [1,2] and dynamics [3–5] of atoms and molecules.
In this process an electron wave packet can be detached
from the atom by tunnel ionization at each half-cycle of the
driving laser field. This electron wave packet is then
accelerated by the external field and can recollide with
the parent ion, releasing its excess energy through the
emission of an extreme ultraviolet (XUV) burst [6,7]. Each
burst has the duration of a few hundred attoseconds, which
makes HHG the cornerstone for the generation of the
shortest events ever created. The photon energy ℏω is
linked to the time of birth of the electron in the continuum ti
and to its recombination time tr, defining a quantum
trajectory [8]. Since these processes occur on a time scale
shorter than the laser electric field cycle, and owing to the
mapping between photon energies and electron trajectories,
attosecond time resolution can be inferred through the
analysis of HHG spectra.
One of the main challenges in attosecond science is the

ability to manipulate the optical properties of the HHG
spectrum, such as the spectral shape, polarization, and
phase. Such manipulations are the basic building blocks in
a broad range of applications where the attosecond pulse

serves as a pump or a probe of a fast evolving process. In
this Letter we show how an accurate manipulation of the
HHG spectrum amplifies and isolates the spectral features
associated with the attosecond dynamics under study.
When the HHG is generated by a two-color field, an
accurate control over its spectral shape can be achieved.
Such control leads to the appearance of a spectral caustic
[9], allowing a tunable enhancement of a narrow spectral
band. We engineered the HHG spectrum and tuned the
caustic such that it overlaps with the spectral feature
associated with the giant resonance in xenon (Xe), dem-
onstrating how the application of such control serves as a
valuable tool in HHG spectroscopy.
In a single color driving field, two trajectories contribute

to the HHG signal for each photon energy, namely, the
short and long trajectories [8]. The spectrum extends up to
the cutoff energy ℏωcutoff ¼ 1.32Ip þ 3.17Up, where Ip
is the ionization potential of the target and Up is the
ponderomotive energy of the free electron in the field.
Approaching the cutoff, these two trajectories merge and
only one trajectory is physically allowed [8,10,11]. When
HHG is driven by the combination of the fundamental field
with its second harmonic in parallel polarization, the
symmetry between neighboring subcycles is broken and
each trajectory is split in two distinct ones that recollide
with the ion from opposite sides. This eventually leads to
the presence of two distinct cutoff energies [12–14].
Figure 1(a) shows the two semiclassical cutoffs as a
function of the phase delay φ between the two colors.
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The cutoff energy is shown for different values of the ratio
between the two field components, α, ranging from 0 to 0.5
with stepΔα ¼ 0.05. We can identify a lower branch (lower
cutoff, dashed line) and an upper branch (upper cutoff, solid
line). Approaching the cutoff the spectral density diverges to
infinity [9], leading to the appearance of a spectral caustic
and allowing an enhancement of a narrow bandwidth in this
spectral region.Whenmore than two trajectories coalesce in
the same spectral region this produces a dramatic enhance-
ment as predicted by catastrophe theory. The appearance of
the caustic identifies the spectral regimewhere the stationary
solution is singular, providing a clear fingerprint of the
well-known strong-field analysis.
By changing φ and α, the appearance of the caustic can

then be tuned to overlap with the spectral region of interest.
However, in the experiment the visibility of the caustic also
depends on the ionization probability and electron wave
packet spreading of the associated cutoff trajectory. In
Figs. 1(b) and 1(c) the ionization probabilities and the
excursion times of the recolliding electron for the two
cutoff trajectories are reported. It is possible to observe that
the lower branch has, for most of the values of φ, a higher
ionization probability than the upper branch. In the remain-
ing regions, namely, for φ approximately between 0.4 and
1.2 rad, the excursion time is higher, which leads to a higher
spreading of the electronic wave function and a lower
recombination probability [12]. For these reasons, the
upper branch has never been clearly observed in the
experiments. However, if the caustic overlaps a shape
resonance of the target sample, the spectral focusing
associated with the caustic combined with the enhanced
cross section could efficiently counteract the reduction of
the intensity, making the full spectral features available for
being probed.
As a benchmark case, we applied two-color HHG for

probing the giant resonance in xenon, a very broad
enhancement in the harmonic spectrum around 100 eV
that has been predicted by Frolov et al. [16] and exper-
imentally observed by Shiner et al. [17]. This enhancement
was attributed to the multielectron inelastic scattering that

takes place during the recombination of the electron with
the parent ion. The electron ionized from the 5p valence
shell can recombine to the ground state by two possible
channels. Either it can directly recombine with the 5p hole
or it can exchange energy by inelastic scattering with one of
the underlying 4d electrons, which is promoted to the 5p
valence shell, leaving a hole in the 4d state. Eventually, the
electron recombines with the 4d hole. This recombination
channel can be accessed if the kinetic energy of the
recolliding electron exceeds the energy difference between
the two orbitals involved. This interpretation has been
confirmed by time-dependent configuration-interaction
singles (TDCIS) calculations taking into account the
many-body interaction between different inner-shell orbi-
tals [18,19]. TDCIS is a many-body theory that can capture
multiorbital effects in the attosecond [20,21] and strong-
field regimes [21–23], and has been successfully applied to
capture the behavior of the collective dipole resonance in
xenon in the presence of an intense XUV [24] and IR
pulses [25].
The quantitative comparison between experimental

results and single atom predictions is usually very difficult.
One of the main problems arises from the fact that the
intensity of the HHG spectrum can be shaped by phase-
matching effects [26–30]. HHG is in fact the coherent
buildup of the single atom emissions of a macroscopic
sample excited by a laser pulse [31]. For low pressure target
media, phase matching is essentially determined by the
balancing between two terms: the geometrical phase shift
(Gouy phase) and the dipole phase, which depends linearly
on the driving intensity I, through a constant that takes
different values according to the trajectory considered
[32,33]. This leads to a different conversion efficiency
for the two families of trajectories in the plateau. Two-color
HHG is particularly favorable since at the caustic two
trajectories coalesce in a single one [34], providing a clear
and controllable spectral feature that can be tuned around a
wide spectral range.
The experimental setup is described in detail in [35]. The

HHG driving pulse is a carrier envelope phase stabilized

FIG. 1. Photon energies (a), ionization rates (b), and excursion times (c) associated to the cutoff trajectories as a function of the phase
difference between the two fields for different values of α ranging from 0 to 0.5 with step Δα ¼ 0.05. The dashed line represents the
lower branch and the solid line represents the upper branch. The two cutoff energies are calculated with the semiclassical three-step
model; the ionization rates of the two cutoff trajectories are calculated with the Ammosov-Delone-Krainov model [15]; the excursion
times of the two cutoff trajectories are calculated with the semiclassical three-step model and they are normalized to the period of the
fundamental field. The intensity of the fundamental field is equal to I ¼ 7 × 1013 W=cm2.
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pulse at λ1 ¼ 1550 nm with a time duration of 25 fs [36].
The second field component is the second harmonic of the
fundamental pulse, generated inside a β-barium borate
crystal. We used a calcite plate to correct the group delay
between the two pulses and a birefringent retardation plate
for rotating the polarization of the fundamental field, thus
switching to parallel polarization configuration. A pair of
fused silica wedges was used to fine-tune the phase delay
between the two laser fields. The harmonics were generated
by focusing the two-color driving field into a pulsed gas jet.
In order to reduce phase-matching effects the backing
pressure of the gas behind the valve was kept below 1 bar.
In addition, the gas nozzle was positioned away from the
laser focus and its diameter was much smaller than the
beam Rayleigh range. The harmonic field was acquired by
an XUV flat-field spectrometer [37] followed by a micro-
channel plate and a phosphor screen coupled to a CCD
camera.
Figure 2(a) shows a sequence of harmonic spectra

acquired in xenon as a function of the two-color phase
delay φ. Both caustics corresponding to the lower and the
upper branches are clearly visible. The strong enhancement
of the lower caustic at φ ≈ 2.1 rad around 45 eV is due to
the coalescence of four electron trajectories. For this unique
point all the four first time derivatives of the quasiclassical
action vanish, forming a swallowtail caustic [9]. The unique
behavior of the two caustics as a function of φ and α allows
the estimation of α and of the driving peak intensity of the
fundamental color I in the interaction region with a high
level of accuracy from the comparison with the semi-
classical calculations in Fig. 1. The best fit corresponds to

I ¼ 7 × 1013 W=cm2 and α ¼ 0.404. The calculated cut-
offs according to the semiclassical model are reported on
top of the color map.
Figures 2(b) and 2(c) show the calculated HHG spectrum

based on the TDCIS method with (b) only the 5pz orbital
active and (c) with all orbitals in the 4d, 5s, and 5p shells
active. HHG is calculated using the time-dependent dipole
moment hziðtÞ. Restricting the manifold of active occupied
orbitals to 5pz mimics the single-active electron (SAE)
picture where the returning electron can only recombine
with the originally occupied 5pz orbital. Figure 2(b) shows
that the upper branch is basically not visible in the HHG
spectrum in the SAE picture due to the spreading of the
electron wave packet and especially due to the reduced
ionization probability of the corresponding electron trajec-
tories. The experimental results in Fig. 2(a) show that major
parts of the upper branch are visible, which is inconsistent
with the SAE picture. Including the 4d, 5s, and 5p shells
and their interaction in the calculations leads to a very good
agreement between theory and experiment [see Figs. 2(a)
and 2(c)]. The experimental evidence of the existence of the
upper branch has already been acquired in neon [38].
However, the conversion efficiency of the upper branch is
very low when collective resonance effects are not present
due to the suppression already discussed in the single-
active electron picture. Our results demonstrate that the
enhanced recombination amplitude, due to the coupling
between the 4d and 5p shells, counteracts the reduction in
the tunnel ionization probability, and enables the measure-
ment of spectral features that are normally inaccessible in
HHG. This allows us to precisely determine the position of
the two cutoffs and to compare them with the theoretical
calculation for each value of the two-color phase.
In our measurements it is possible to clearly distinguish

the two caustics of the upper and lower branch and tune
their spectral position with a high level of accuracy. In these
conditions it is also possible to directly compare the
experimental results with the TDCIS calculations. In
Fig. 3 the maximum HHG intensity with respect to the
phase delay φ from the experimental data is shown as a
function of the photon energy as a solid line. The predicted
HHG intensities from TDCIS calculations with (dashed
line) and without (dotted line) the contribution of the 4d
and 5s orbitals are also shown. The calculations are in very
good agreement with the experimental data only if the
multielectron effects are taken into account. A good
quantitative agreement is achieved in the spectral region
where only one trajectory is selected (50–60 and
67–80 eV). The aforementioned results show that the
analysis of the caustics in nonperturbative two-color
HHG provides a unique insight into the underlying mecha-
nism. The position of the upper branch can be predicted via
a simple single electron strong-field analysis. The estima-
tion of its strength requires a multielectron analysis. This
response reveals that the interaction in the vicinity of the

FIG. 2. HHG spectra as a function of the phase delay between
the two colors—linear scale color map. (a) Experiment (b) TDCIS
simulations with only the 5pz orbital being active. (c) TDCIS
simulations with all 5p, 4d, and 5s orbitals being active. The solid
and the dashed curves represent the two cutoffs for the upper and
lower branches, respectively, associated with the semiclassical
calculations.

PRL 117, 093902 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

26 AUGUST 2016

093902-3



resonance can be described via the single electron strong-
field picture, while the multielectron interaction dictates its
prefactor only.
From the TDCIS calculations it is also possible to extract

the time structure of the HHG field as shown in Fig. 4. The
Gabor transform of the calculated HHG spectra taking into
account all contributing orbitals is shown in panel (a) for

the particular case of φ ¼ 0.5π rad and for one period of
the driving field. The two caustics at 55 and 75 eV
correspond to the points where long and short trajectories
converge. Figure 4(b) shows the temporal structure of the
harmonic electric field in the spectral region of the giant
resonance (70–80 eV) with and without the contribution of
the 4d and 5s orbitals. The spectral filtering isolates only
the contribution of the upper caustic, which is enhanced
by the multielectron effect. If a broader spectral region
between 60 and 90 eV is selected, as in Fig. 4(c), two
attosecond bursts appear associated to the trajectories
giving rise to the lower and upper branch around 12 and
15 fs, respectively. As is clear from the results in Fig. 4(c),
only the attosecond burst associated to the upper branch is
enhanced by the shape resonance.
In conclusion, we studied HHG in xenon driven by a

nonperturbative two-color field. With this technique, we
have shown how one can reveal and enhance a number of
features in the HHG spectrum of Xe that are often hidden in
other types of HHG spectroscopy. The relatively strong
second harmonic field breaks the symmetry between
neighboring half-cycles leading to two cutoffs that are
energetically well separated and enhanced by spectral
focusing. The upper branch, which is normally not visible
in the experiments due to the strongly reduced tunneling
and recombination rates, is clearly visible in xenon because
of the collective excitation involving the 4d, 5s, and 5p
shells. A direct comparison between the experimental and
theoretical results confirms that the upper branch is only
visible due to the collective dipole excitation in xenon. The
analysis of the spectrum at the caustic offers a reliable
probe for comparing the experiment with single atom
predictions. Importantly, it reveals that the excitation of
the resonance dynamics can be described via a single
electron strong-field picture, while the multielectron inter-
action dictates its strength. We expect that these results can
be extended beyond investigations of the structure of the
giant resonance in xenon [39], and can pave the way toward
more general HHG measurements of electron correlations
and structural features such as shape resonances in many
other atomic and molecular systems. For instance, caustic
trajectories can offer a reliable probe for investigating and
disentangling structural and multielectron dynamic features
in aligned molecular samples.
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FIG. 3. Maximum value of HHG intensity (linear scale) with
respect to the phase delay as a function of the photon energy.
(Solid line) Experiment. (Dotted line) TDCIS simulations con-
sidering only 5p orbitals. (Dashed line) TDCIS simulations
including all 5p, 4d, and 5s orbitals.

FIG. 4. (a) Gabor (time-frequency) analysis of the HHG spectra
calculated with the TDCIS approach including all 5p, 4d, and 5s
orbitals (Gaussian time gate σ ¼ 86 as). (b) Temporal structure of
the HHG field calculated with the TDCIS approach including all
5p, 4d, and 5s orbitals (solid line) and considering only 5p
orbitals (lighter area) in the energy region corresponding to
75� 5 eV. The driving electric field is shown as the dash-dotted
curve (value divided by 103). (c) Temporal structure of the HHG
field calculated with the TDCIS approach including all 5p, 4d,
and 5s orbitals (solid line) and considering only 5p orbitals
(lighter area) in the energy region corresponding to 75� 15 eV.
The driving electric field is shown as a dash-dotted curve (value
divided by 103. All calculations refer to one period of the driving
field and φ ¼ 0.5π rad.
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