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The ionization and fragmentation of the nucleoside thymidine in the gas phase has been investigated by
combining ion collision with state-selected photoionization experiments and quantum chemistry
calculations. The comparison between the mass spectra measured in both types of experiments allows
us to accurately determine the distribution of the energy deposited in the ionized molecule as a result of the
collision. The relation of two experimental techniques and theory shows a strong correlation between the
excited states of the ionized molecule with the computed dissociation pathways, as well as with charge
localization or delocalization.
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The understanding of the electronic and nuclear dynam-
ics in molecular systems induced by sudden ionization or
excitation, which drives chemical reactions, offers new
opportunities for controlled ultrafast chemistry [1]. For
example, the charge migration on the fs time scale after
hole formation, which triggers atomic motion and molecu-
lar fragmentation [2] or the localization of multiple charges
in specific molecular groups and the subsequent Coulomb
explosion has recently been observed [3,4]. Ultrafast
nuclear rearrangements have been also observed in
pump-probe experiments [5]; such processes compete with
the expected charge separation in multiply charged mol-
ecules [6–8]. Therefore, a detailed knowledge of the
response of complex molecular systems to ionization or
excitation and its influence on chemical reactivity is still a
relevant topic today [9,10]. In this context, recent combined
experimental and theoretical works have been very valuable
in providing pictures of the ion-induced ionization or
fragmentation of complex molecular systems [7,8,11,12].
However, a meaningful comparison between experimental
and theoretical results requires knowledge of the energy
transferred in the collision, which is in fact represented by a
wide energy distribution due to interactions at different
impact parameters. Pioneering experimental work reported
in Refs. [13,14] has already been performed in order to
determine the actual energy-deposit distributions in ion-
molecule collisions, as well as to study its relationship with
the observed fragmentation patterns. However, these meth-
ods require the knowledge of the initial and final projectile
states which is only straightforward in the case of double-
electron capture by singly charged ions (e.g., Hþ → H−),
which is more the exception than the rule.

Here we report on the ionization and fragmentation of a
DNA building block, the nucleoside thymidine combin-
ing (i) ion collisions, (ii) VUV photoionization, along
with (iii) ab initio calculations. Combining such state-of-
the-art techniques, we provide a complete picture of the
charge localization and the excitation energy distribution
in complex molecular systems after interaction with
ionizing radiation. More importantly, it becomes possible
to determine the energy deposited in the target as a result
of an ionizing collision with ions, which is the primary
process associated with radiation damage. With the
development of cancer therapies based on ionizing
particles, such as hadrontherapy [15], a better under-
standing of the radiation damage via a multiscale and
multidisciplinary approach has become unavoidable [16].
At the molecular scale, this relies on the investigation of
ionization or fragmentation of molecules of biological
interest in the gas phase at different energy ranges
[11,17–19].
The experiments have been performed at ARIBE, the

low-energy ion facility of GANIL (Caen, France) and at the
GASPHASE beam line of the synchrotron radiation facility
ELETTRA (Trieste, Italy). Both experiments are based on
crossed-beam setups using coincidence time-of-flight mass
spectrometry. The photoionization experiments are based
on state-selected mass spectrometry using photoelectron-
photoion coincidence measurements (PEPICO). The effu-
sive beam of the neutral thymidine molecule [2’-deoxy-
thymidine abbreviated dThy; see structural formula in
Fig. 1(a)] was produced by heating a powder in an oven
at a temperature low enough to avoid thermal decompo-
sition [20]. Both experimental setups have been described
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in detail elsewhere [21,22] and a brief description is given
in the Supplemental Material [23].
In order to have a picture of the stability of the charged

thymidine in the gas phase, the mass spectrum of the
charged products detected after the production of singly
charged thymidine in the interaction with 48 keV O6þ ions
is shown in Fig. 1(b). The peak located at m=q ¼ 242 amu
corresponds to the intact singly charged dThyþ and shows
that a fraction of the parent population can be stable, at least
in the μs time scale, after single ionization. The main peaks
among the heaviest fragments are observed at m=q ¼ 117
and 126 amu. The first one corresponds to the sugar part
Sþ, whereas the second one is assigned to the fragment
ðBþ 1Þþ corresponding to an intramolecular rearrange-
ment associated with a hydrogen transfer to the base part B
[24]. Both fragments are the result of the glycosidic bond
cleavage, an important mechanism in the radiation damage
of DNA [24–26], and contribute to 8% of the spectrum. A
very small amount of fragments heavier than the base or
sugar parts, i.e., loss of neutral fragments keeping intact the
glycosidic bond, are also observed. This is due to the large
distribution of impact parameters in the case of ion
collisions [27], which leads to energy transfers, spanning
from a few meV to few tens of eV and involves a
distribution of vibrational energy transfer and electron

captures in various electronic states. Thus, the knowledge
of the distribution of the energy transferred to the molecule
plays a key role to unravel its fragmentation dynamics. It is
difficult to assess experimentally this energy distribution
even if translational spectroscopy can provide it in the case
of multiple electron capture [13,14].
A method that can provide direct insight on the frag-

mentation following a selected energy deposition is the
PEPICO technique, where the kinetic energy of the photo-
electrons allows us to pinpoint the energy left in the target
[28]. The photoelectron spectrum of thymidine measured at
50 eV is shown in Fig. 1(c). From this spectrum, thirteen
photoelectron binding energy values Eb, covering the main
features, have been chosen to study the evolution of the
fragmentation. A simulation of the photoelectron binding
energy spectra was carried out by computing the ionization
energies for the 31st highest molecular orbitals using the
outer-valence Green’s function (OVGF) method [29] in
combination with a 6-311Gðd; pÞ basis set of the
GAUSSIAN09 package [30]. The results are plotted in panel
(c). This method incorporates the effects of electron
correlation in the computation of molecular ionization
potentials as one-particle theory for the description of
ultrafast electron charge density dynamics after ionization
of an outer-valence electron. The uncertainty of the

FIG. 1. (a) Structural formula of thymidine. Considering the glycosidic bond cleavage, the fragments produced are noted B and S for
the base and sugar parts, respectively. (b) Mass spectrum of thymidine after the ionization by 48 keV O6þ ions. White peaks around
m=q ¼ 180 and 200 amu are due to pollutions. (c) Photoelectron spectrum (PES) of thymidine obtained at 50 eV (black curve). The blue
dashed lines show the energy values chosen for PEPICO measurements. Red bars correspond to orbital energy values computed with the
OVGF method. Panels (d)–(g) show the electron density of different molecular orbitals. Panels (h)–(k) show the PEPICO mass spectra
recorded for different binding energies of the electron corresponding to closest energies to the orbitals presented.
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calculated energies by this method is about �0.3 eV [31].
Figures 1(d)–1(g) show the computed electron densities of
four orbitals corresponding to the HOMO, HOMO − 3,
HOMO − 6, and HOMO − 11 with binding energies of
8.09, 10.19, 11.36, and 13.18 eV, respectively, which are
the closest in energy to the four selected PEPICO mass
spectra shown in Figs. 1(h)–1(k). They illustrate that the
charge localization after ionization strongly depends on the
orbital and may lead to different fragmentation channels.
In the first mass spectrum recorded at Eb ¼ 7.96 eV
[Fig. 1(h)] we observe the peak due to the parent ion,
i.e., the singly charged thymidine molecule. Because of the
experimental energy resolution in the PEPICO measure-
ments, not only photoelectrons from the ground ionic state
but also from deeper orbitals can be detected [23]. This may
lead to molecular dissociation and indeed some fragments
are also observed. The main fragment corresponds to
ðBþ 1Þþ, indicating that the charge is mainly located on
the base part as suggested by the electronic density of the
HOMO [panel (d)]. In the next mass spectrum, measured at
Eb ¼ 10.34 eV, two main peaks are observed with similar
intensities. They are assigned to the fragment ðBþ 1Þþ and
Sþ as observed in the case of the fragmentation induced by
multiply charged ions. The similar intensities show that the
charge has almost the same probability to be located on
each one of the two moieties of the molecule as shown by
the nonpreferential charge localization in the orbital
HOMO − 3, in panel (e), and neighboring orbitals [23].
Panel (j) presents the mass spectrum recorded at
Eb ¼ 11.24 eV. The same main peaks are present, but
fragment Sþ is now prominent. This is consistent with the
preferential charge localization of the associated orbital
HOMO − 6 [panel (f)], although the neighboring orbitals
can contribute to Sþ and ðBþ 1Þþ peaks [23]. At larger
excitation energy [Fig. 1(k)], the mass spectrum is char-
acterized by a strong fragmentation showing a redistrib-
ution of the transferred energy leading to the cleavage of
several bonds in the molecule.
Using the energy selected PEPICO mass spectra we can

evaluate the excitation energy distribution in an ion colli-
sion. This is achieved by fitting the results of the PEPICO
spectra via a constrained linear least-square regression to the
ion-induced mass spectrum considering eleven most rel-
evant features. The fit parameters represent the contribution
of each PEPICOmass spectrum, i.e., the contribution of the
fragmentation of a bunch of excited states of the singly
charged ion, to the ion spectrum (see method in the
Supplemental Material [23]). The result is displayed in
Fig. 2 as a function of the excitation energy defined as the
difference between the energy left in the target and the
ionization potential. The energy distribution increases
smoothly up to a maximum around 2–3 eV and then it
extends up to 8 eV and likely also above this energy, in a
region not investigated in the present PEPICO experiments.
Collisions at closer impact parameters can explain the

extended tail towards larger deposited energy [27,32,33].
Penetrating trajectories are associated with large deposit
energy of several tens of eV [33]. However, in the present
interaction of 48 keV O6þ with thymidine, peripheral
collisions leading to small energy transfer are dominating.
This is due to the fact that the electron capture radius is large
(∼20 a:u: considering the classical-over-barrier model [34])
compared to the molecular size (“radius” of ∼8 a:u:). The
form of the distribution shown in Fig. 2 is qualitatively
similar to those obtained by fitting theoretical fragmentation
probabilities to experimental measured branching ratios in
small carbon clusters [27] and fullerenes [33,35], in which
the energy distribution was the fitting parameter, thus
showing that the present results are also compatible with
previous empirical estimations. Notice that, although the set
of accessible target states can, in principle, be different in
photoionization and collision processes, due to the different
conservation rules that can apply in each case, this is not a
problem in the present work because the absence of any
symmetry in the molecular target does not restrict the
number of accessible states in either process. Moreover,
the single-electron capture, which is the dominant process at
impact energies considered in this work, is not accompanied
by excitation of target and projectile electrons [33,35].
Therefore, one can safely assume that the mass spectra
resulting from the collision involves the same target states as
the PEPICO spectra.
According to the PEPICO results, the maximum in the

distribution of excitation energy corresponds to the region
of the HOMO − 3 state. The charge distribution [Fig. 1(e)]
leads to the cleavage of the glycosidic bond and the
production of both ðBþ 1Þþ and Sþ fragments as observed
in ion-collision. Larger excitation energy will cause further
fragmentation. The partial ion yields of the parent ion and
the leading fragments in the PEPICO mass spectra are
plotted as a function of the binding energy Eb in Fig. 3. The
parent ion has a maximum yield centered around 8.5 eVand

FIG. 2. Determined distribution of the excitation energy in the
ion collision (see text). The R2 coefficient of determination for
this fit is 0.86.
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then vanishes above 10 eV, while the partial yields of the
main fragments ðBþ 1Þþ and Sþ are observed over a wide
Eb range starting around 8.5 eV and display maximum
around 10 eV (Fig. 3). Secondary dissociation of these
fragments is observed for higher Eb which corresponds to
the tail towards larger excitation energies in Fig. 2.
Fragments at m=q ¼ 55 amu have been previously
assigned to C3H3Oþ arising from the base part [24].
Several pathways leading to this fragment have been
calculated, as shown in Fig. 4. The quantum chemistry
calculations for the secondary fragmentation rely on an
exploration of the potential energy surface in the ground
state, i.e., assuming fast redistribution of the excitation
energy over the vibrational degrees of freedom. The
structure of the neutral molecule in the gas phase, its ionic
form, and the fragments produced in the relevant exit
channels, together with the associated dissociation energy,
have been computed with the density functional theory at
the B3LYP=6-31Gðd; pÞ level of theory, using GAUSSIAN09

(B3LYP denotes the Becke three-parameter Lee-Yang-Parr
hybrid functional) [30]. The simulations show that frag-
ment C3H3Oþ can be produced from the base part Bþ
[panel (b)] and from ðBþ 1Þþ [panel (c)], but also from the
sugar part Sþ [panel (b)]. More surprisingly, it is also
possible to form this fragment directly from dThyþ without
glycosidic bond breaking [panel (d)]. The second fragment
at m=q ¼ 31 is assigned to HOCHþ

2 . This fragment arises
from the sugar part [25] and certainly from the outside part
of the furanose ring [32]. Computed formation mechanisms
show that it is possible to obtain this fragment from the
sugar part while keeping intact the glycosidic bond
[Figs. 4(b) and 4(d), respectively]. Thus, combining the
partial ion yields measured in the PEPICO experiments, the
calculation of the binding energies of the different ionic

FIG. 4. (a) First vertical ionization potential and the most stable conformer of the singly charged thymidine (dThyþ). (b), (c) and
(d) Energy levels of some fragmentation pathways obtained after the exploration of the potential energy surface of the most stable
conformer of the singly charged thymidine. The calculated barriers of all pathways are not shown here for the sake of clarity.
(e) Determined distribution of excitation energy.

FIG. 3. Partial ion yields of some products as a function of the
binding energy obtained from PEPICO. (a) Ionized thymidine
(dThyþ) and base fragments [ðBþ 1Þþ and 55þ]. (b) Ionized
thymidine and sugar fragments (Sþ and 31þ). Each point of the
curves represents the areas of a Gaussian fit to the mass spectra
peaks. Error bars are estimated to 20% of the value due to the
fitting method.
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states with the OVGF method and the dissociation path-
ways one can evaluate the contribution of the different
fragmentation channels to the distribution of the energy
transfer in the ion collision.
In summary, this Letter presents the proof of concept of

a method to accurately determine the excitation energy
distribution of complex molecular ions produced in colli-
sionswith fast ionswithout knowledge of the initial and final
states of the projectile nor the ionization potential of the
target. The method relies on the combination of photon and
ion experiments. The additional support of quantum chem-
istry calculations allows us to rationalize the measured
energy distributions in terms of the electronic states of
the singly charged ion and fragmentation channels. Thus, the
combination of ion and electron velocity resolved spectros-
copies with in situ photoionization experiments appears as a
promising tool to obtain a complete picture of the molecular
dynamics that follows a collision with fast ions.
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