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We report direct, time-resolved observations of single-photon superradiance in a highly extended,
elliptical sample of cold 87Rb atoms. The observed rapid decay rate is accompanied by its counterpart, the
cooperative Lamb shift. The rate of the strongly directional decay, and the associated shift, scale linearly
with the number of atoms, demonstrating the collective nature of the observed quantities.

DOI: 10.1103/PhysRevLett.117.073003

Superradiance is the cooperative spontaneous emission
of photons from a collection of atoms [1]. Originally
described by Dicke [2], it is essentially a many-body effect
arising from the synchronization of coupled radiating
dipoles. It is characterized by a substantially enhanced
emission rate, compared to the decay rate of a single atom,
and an associated cooperative frequency shift of the atomic
resonance [3,4]. There is extensive literature on super-
radiance in both atomic and condensed systems, see, for
examples, Refs. [1,5–8]. However, recent developments
associated with single-photon [9,10] super- and subra-
diance [11–13] have drawn new attention to this subject.
Cooperativity leads, for even dilute vapor samples,
to optical depth dependent frequency shifts, line shape
distortion, and suppression of signal size; these can
have important impacts in quantum informatics [14–16],
quantum sensors [17], and optical lattice clocks [18–20].
Further, recent experimental observations and theoretical
work have examined aspects of the fundamentally impor-
tant cooperative Lamb shift [21] in a variety of superradiant
systems including x-ray emitters [22], a few body atomic
ion system [23], and warm [24] atomic gases.
An important component of recent studies is that the

physical samples are considerably larger than the radiation
wavelength λ, and thus fall outside the usual Dicke regime,
where the radiating ensembles are much smaller than λ. For
such larger samples, the disordered spatial distribution of
scatterers tends to randomize the relative phases of the
emitters, discouraging coherent enhancement of the radi-
ation. One way to obtain strong coherent emission from the
ensembles in this case is to prepare a timed-Dicke state
[21]. This is accomplished by weak-field optical excitation
resulting in the uptake of a single photon by the ensemble.
The timed aspect reflects the phase distribution impressed
on the atomic gas during optical excitation; it is this

spatially varying phase that ensures coherent emission in
directions close to that of the driving field. A number of
fascinating phenomena have been predicted, including
complex many-body dynamics during the system decay
and the role of virtual processes in them [25,26].
A unique feature of the cooperative shift and associated

superradiant decay rate is that the theoretically predicted
values of these quantities depend strongly on the average
spatial distribution of the scatterers [3,4]. For instance,
the cooperative Lamb shift can be greatly enhanced in a
particular lattice configuration [27], and yet vanish for an
elliptical sample of the proper aspect ratio [4]. In the
present case, we have used an elongated elliptical sample
for which the cooperative Lamb shift is predicted to be
rather large, making it accessible to measurement in a
relatively dilute atomic gas.
In this Letter we present experimental studies, and the

associated analysis, of single photon superradiance in a
dilute atomic gas. Our two most important results are
(a) direct time domain measurements of superradiant
emission from a spatially extended and low density cloud
of cold 87Rb atoms, and (b) the corresponding cooperative
Lamb shift of the atomic resonance studied. These quan-
tities are each found to scale approximately linearly with
the number of atoms, characteristic of a cooperative process
in such cold atom systems [28]. The results are also found
to be in good qualitative agreement with a vector light
scattering simulation of the processes [29,30], and to
correspond closely with predictions of a scalar coupled
dipole model [31,32].
Cooperative interactions can be qualitatively understood

as individual atoms interacting with the emitted fields of
surrounding atoms, which results in observable quantities
that differ from the single atom response. An effective
model in investigating cooperative effects is the coupled
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dipole model [33–37], which gives the time evolution
equations
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Here, βj is the excited state amplitude of the jth atom,Ω0 is
the Rabi frequency of the incident probe beam, k0 is the
probe wave number, Δ is the probe detuning from reso-
nance, Γ is the single atom decay rate, and ka is the atomic
resonance wave number. Atom interactions are represented
by the summation in the last term, which includes the
long-range 1=r exponential kernel. This kernel serves to
not only describe the real radiated field from one atom to
the next but also the exchange of virtual photons, which are
responsible for the cooperative Lamb shift of the resonance
line [21,37]. One can extract expressions for the decay
rate enhancement and frequency shift by considering that
the sample is prepared in a timed-Dicke state jþi ¼
ð1= ffiffiffiffi

N
p ÞPN

j¼1 e
ik0·rj jji [9]. Here, the ket jji represents a

Fock state in which the atom labeled j is in the excited state,
and all others are in the ground state. That is, it is assumed
that one atom is excited in the system but it is not known
which one. Evaluation of the evolution of the timed-Dicke
state leads to the emergence of the quantities [33,37]
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ΓN being the enhanced decay rate and ΔN the cooperative
shift. While the above expressions depend on the number of
atoms they also have a strong dependence on the particular
shape of the sample. This dependence can be quite
substantial if the atoms’ distribution is highly extended
along the direction of excitation [4].
We study the cooperative effects of extended samples

by preparing 87Rb atoms in a multistep process by which
atoms from a warm atomic vapor are cooled and loaded into
a magneto-optical trap [38], and then transferred to a far-
off-resonance dipole trap (FORT) [39,40]. The character-
istics of the sample result in an equilibrium temperature
of ∼60 μK and maximum number of atoms near 105

(peak density 6 × 1012 atoms=cm3). The atomic sample
is well described by a bi-Gaussian spatial distribution of
atoms having Gaussian radii of r0 ¼ 2.7ð1Þ μm and
z0 ¼ 156ð7Þ μm. A measurable quantity in the experiments
is the number of atoms N in the trap. As the sample
geometry, determined by the FORT parameters and the
atom temperature, is fixed in this experiment, varying N is
equivalent to changing either the optical depth or the peak

density in the trap center. The near-resonance laser beam
used to probe the sample has a wavelength ∼780 nm, and is
tuned in a range of �48 MHz about the 5 2S1=2 F ¼ 2 →
5 2P3=2 F0 ¼ 3 hyperfine transition (Γ ¼ 6.1 MHz). The
probe beam has a beam waist ∼570 μm and is linearly
polarized; it is aligned along the long direction of the
sample and is very nearly collimated such that it can be well
described as a plane wave. The power is ∼300 nW, giving
an on-resonance saturation parameter s0 ∼ 0.03, such that
we are well in the atomic linear response regime. Because
of the highly directional emission of superradiance, the
scattered light emerges from the sample in a lobe-shaped
spatial profile having approximately a full angle λ=r0 [1].
This allows for “mode mismatching” between the incident
probe beam and the emitted light such that upon exiting the
sample chamber, the probe is occluded with a beam block
and the forward emitted lobe largely passes around it. The
forward scattered light is collected with a lens in a 2f-2f
configuration and focused onto a detector [see Fig. 1(a)].
It should be noted that due to the small Doppler width of the
atoms (∼100 kHz) we expect there to be no contribution
from anomalously fast decay, which can occur in inhomo-
geneously broadened samples [41,42].
The scattered light is detected using two different

schemes. The first method uses the technique of time-
correlated single photon counting [43,44] by which light
signals are detected by a photomultiplier tube, sent through a
constant-fraction discriminator to a time-to-amplitude con-
verter, and counted with a multichannel analyzer. Because
of the long duty cycle of building optical-dipole traps and
the low intensity of the emitted light, the time-resolved

FIG. 1. (a) The experimental configuration used. A near-
resonant light beam is incident on a sample of 87Rb atoms
prepared in an optical dipole trap. The nearly planar incident
probe wave is blocked, while the forward emitted light is directed
towards a detector by a 2f-2f configuration (f ¼ 20 cm).
(b) A schematic of the timing sequence used. After an initial
thermalization stage, the dipole trapping beam is temporarily
turned off and the atoms are pumped to the F ¼ 2 ground state
with a variable length pulse from the repumping beams.
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measurements are made in a series of pulse trains [45] to
increase the efficiency of the experiment. Initially, atoms are
loaded into the FORT into the F ¼ 1 ground state and after
thermalization are variably pumped into the F ¼ 2 ground
state. The atoms are released from the dipole trap for 0.5 μs,
probed with a short 15 ns pulse, and retrapped for another
9.5 μs [Fig. 1(b)]. This process is repeated for 300 iterations
and has been checked to ensure that no significant heating or
atom loss occurs. The probe pulse is derived from a lithium
niobate intensity switch, which is driven by the amplified
output of a fast voltage comparator. The effective rise and fall
time is ∼1 ns.
Representative measurements for the time-resolved

decay are shown in Fig. 2(a). The signal size (in counts)
corresponds to a total of 3.6 × 105 individual measure-
ments consisting of 1200 realizations sampled 300 times
each. After the probe beam is extinguished, the accumu-
lated signal can be observed that decays more quickly for
an increasing number of atoms. A small fraction of the

incident probe light, present in the absence of the atom
sample, does scatter into the detector; this fraction is
attributed partially to diffraction from the beam block,
but primarily is due to reflections from the entrance and exit
windows, which are not antireflection coated at the probe
wavelength of 780 nm. We subtract this parasitic level from
the main signal when performing fits to the data. The
resulting forward scattering signals are strongly linearly
polarized in the same direction as the linearly polarized
probe beam. This observation reflects the absence of
diffusely scattered light in the detected signals.
Importantly, we find that the resulting decay rate increases
approximately linearly with the number of atoms and is
insensitive to detuning. We attribute the independence to
two factors. First, the superradiant states have an intrinsi-
cally large spectral width. Second, the 15 ns probe laser
beam pulses have a large transform limited bandwidth. The
linear relationship between the decay rate and the number
of atoms is consistent with the theory of single photon
superradiance, for which the evaluation of Eq. (2a) in the
continuous limit gives the relation ΓN ¼ Γþ αðN − 1ÞΓ
[10,33,34]. Here, α is a factor that depends on the particular
geometric shape of the sample [46],
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where σ ¼ k0r0 and η ¼ z0=r0. In Fig. 2(c) the decay rates
extracted from all runs are plotted versus the number of
atoms and fit to a straight line. This results in a slope of
1.6ð1Þ × 10−4 Γ=N and an intercept very near the single
atom decay rate. Evaluating Eq. (3) results in a slope of
2.4ð3Þ × 10−4 Γ=N, the uncertainty coming from exper-
imental sample size uncertainties. This difference is not
surprising, as that analysis is based on a two-level system
where level degeneracy and photon polarization are not
taken into account.
In the second stage of the experiment the sample is

probed only once per trap realization with a temporally
longer 10 μs pulse such that the pulse transform limited
width is much smaller, and the spectral response of the
atomic system can be resolved. As time resolution of the
forward scattered light is not essential to this part of
the experiment, the photomultiplier tube is replaced with
a charge-coupled device (CCD) camera and the emitted
light is collected over the full duration of the probing cycle.
It is checked that no significant atom loss occurs during
probing due to optical pumping or any other mechanism.
Even with such a low-rate duty cycle, the high quantum
efficiency of the CCD (> 90%) and much longer excitation
pulse allows for sufficient signal collection. Representative
data for the steady state regime are given in Fig. 3. Here, it

(a)

(b)

(c)

FIG. 2. (a) Typical temporal responses for Δ ¼ −2Γ for the
bare probe pulse, N ∼ 10 000 atoms, and N ∼ 20 000 atoms
(blue, red, and green, respectively). (b) Semilog plot with the
probe beam contribution subtracted from each signal. Exponen-
tial fits to the decay tails give 10.6(7) ns and 5.3(2) ns decays for
N ¼ 10 000 and N ¼ 20 000 atoms, respectively. The black
dotted line indicates where the probe beam shuts off. (c) The
decay constants extracted from each fit are converted to a decay
rate and plotted versus the number of atoms along with a linear fit
to the data.
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can be seen that the response spectral width is broadened,
consistent with decay rates extracted from the time resolved
data. It is also observed that the center of the response peak
has been shifted to a lower frequency. For lower atom
numbers the spectral response is symmetric within the
uncertainties of the data. These response curves have been
used to determine the centroid of the measured response for
a range of atom numbers. The resulting dependence of the
shift on atom number is shown in Fig. 4 along with a linear
fit through the data.
To compare calculations with the experiment, we

numerically solve Eq. (1) for many realizations of the

atomic distribution (subject to the average bi-Gaussian
sample shape), which is reflected in the atom locations rj.
This permits calculation of the average value of the excited
state amplitudes βj, from which observables may be readily
obtained. The sample in simulation has to be rescaled
due to computational memory limitations. This is accom-
plished by choosing N ¼ 10 × 103 atoms to correspond to
the experimental sample of N ¼ 53 × 103 atoms, keeping
the aspect ratio η the same as in the experiment, and
rescaling the system dimension to produce the same optical
depth estimated in the experiment. Here, the optical depth
is used as an approximate scaling factor to compare the
experiment and theory. The lower atom number compari-
son in Fig. 3(a) is then achieved by reducing the number of
atoms by a factor of 4. The validity of the scaling approach
was established for those cases where the number of atoms
is small enough to do direct comparisons. Numerical
calculation of Eq. (2b), although for a two-level atom,
produces a shift on the same order suggesting that the
origin is the cooperative Lamb shift. Friedberg et al. [47]
have considered such a sample shape for a continuous
distribution of two-level atoms but in the limiting case that
η ≫ σ. There, they also predict a shift on the same order for
an ellipsoid but their result slightly underestimates what is
found in Eq. (2b), as the ratio η=σ ∼ 3 in the experiment and
calculation. Observing a shift as large as the one measured
may seem surprising given the low density of the sample.
However, it supports the predicted importance of the
sample geometry in determining the mode coupling
between the atom and photon field [4].
Also shown in Fig. 3 is the measured and simulated

response [using Eq. (1)] for a much larger atom number.
There, we see that the shift to lower frequencies of the main
response continues the pattern observed at a lower atom
number. However, there is a substantial distortion of the
spectral profile in this case, indicating that at a larger atom
number we are entering a different physical regime.
Performing simulations using Eq. (1) even at a higher atom
number gives good agreement between the experiment and
theory. The observed spectral distortion is plausibly due to
complex pulse propagation effects in the optically deep,
anisotropic, and inhomogeneous atomic sample.
In conclusion, we have directly measured the super-

radiant emission and associated cooperative frequency shift
for a highly extended sample of cold atoms. The super-
radiant emission is observed in the time domain as a rapid
emission of light from the sample and as line broadening
in the steady-state regime. The measured cooperative
frequency shift is quite large and is due to the particular
theoretical dependence that the shift has on sample shape.
The superradiant rate and the cooperative frequency shifts
agree well with theory and simulation. Finally, for a larger
number of atoms the spectral response becomes somewhat
distorted, suggesting that complex propagation effects
come into play. Each of these factors may have important

(a)

(b)

FIG. 3. (a) Experimental data (black dots) for an atom number
of ∼14 × 103 atoms. A Lorentzian curve is fit to the data (dashed
blue curve) and overlayed with a simulation of 2500 atoms with
sample geometry r0 ¼ 1.19 μm and z0 ¼ 71.4 μm (red curve).
To make a uniform comparison, each data set has been normal-
ized. (b) An atom number of ∼53 × 103 atoms (black dots)
overlayed with a simulation of 10 000 atoms with the same
sample geometry as (a).

FIG. 4. Plot of the shift versus the number of atoms. The shift is
extracted by fitting the data to a Lorentzian and is limited to the
spectra that show no significant spectral distortion. A line is fit
to the observed shift and compared to the theoretical values as
predicted by Eq. (2b) and Ref. [47].
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impacts in cold-atom realizations of single photon storage,
quantum sensors, or next generation atomic clocks. The
theoretically predicted role of sample geometry [4,27] is
consistent with our measurements of the frequency shift
and superradiant decay rate; future experimental study of
the shape dependence may usefully minimize the frequency
shifts in practical applications.

We appreciate financial support by the National Science
Foundation (Grants No. NSF-PHY-0654226 and No. NSF-
PHY-1068159) and by the Russian Foundation for Basic
Research (Grant No. RFBR-15-02-01013). We also thank
R. T. Sutherland for fruitful discussions.

Note added in the proof.—We have recently learned of a
complimentary experiment in off-axis superradiance;
see Ref. [48].
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