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Turing patterns in the chlorine dioxide-iodine-malonic acid reaction were modified through additions
of sodium halide salt solutions. The range of wavelengths obtained is several times larger than in the
previously reported literature. Pattern wavelength was observed to significantly increase with sodium
bromide or sodium chloride. A transition to a uniform state was found at high halide concentrations. The
observed experimental results are qualitatively well reproduced in numerical simulations with the Lengyel-
Epstein model with an additional chemically realistic kinetic term to account for the added halide and an
adjustment of the activator diffusion rate to allow for interhalogen formation.
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Pattern formation is diverse and ubiquitous. There are
several types of instabilities capable of generating patterns.
The Turing instability gives rise to patterns through
destabilization of a uniform steady state. Such Turing
patterns are periodic in space and stationary in time and
have a characteristic wavelength that is independent of the
size of the system. The Turing instability has been used to
explain pattern formation in a variety of biological and
ecological systems, including patterns on butterflies and
fish [1–3], mouse digit formation [4], and plant patterns in
arid and semiarid ecosystems [5,6].
Changes in morphology and wavelength of a pattern in a

system may indicate and lead to significant consequences
for the system. In arid ecosystems, changes in pattern
morphology and wavelength may serve as warning signs
prior to desertification [7,8]. Extinction of species through
loss of habitat due to habitat fragmentation can arise when
biomass patterns become less connected as a result of
changes in pattern morphology and wavelength. Habitat
fragmentation has been argued to be one of the most
important threats to global biodiversity [9,10]. The evolu-
tionary fitness of patterned animals such as guppies and
zebras has been proposed to depend on the wavelength of
the pattern on their skins [11,12].
In this Letter, we induce wavelength changes in Turing

patterns found in the chlorine dioxide-iodine-malonic acid
(CDIMA) reaction [13]. The CDIMA reaction, which is
related to the chlorite-iodide-malonic acid (CIMA) reac-
tion, in which Turing patterns were first experimentally
observed [14], is the prototypical reaction for the study
of Turing patterns in reaction-diffusion systems [15]. The
chlorinated species act as an inhibitor and the iodine-
containing species serve as an activator in this system. The
requisite difference between the diffusion coefficients of
the activator and inhibitor for Turing patterns is achieved
through complexation with an indicator, which slows the
effective diffusion of the iodide species.

Prior work with these systems shows that the wavelength
of the pattern is nearly independent of the feed concen-
tration of the input reagents—with the exception of [ClO2].
The wavelength of the pattern increases as the ClO2

concentration is decreased [16]. Other factors that can
alter the wavelength of the pattern by affecting diffusion
include the identity and concentration of the complexing
agent of the iodide [17] and the gel identity and density
[18]. Slowing the rate at which a pattern can regrow at the
edge of a steady state-pattern interface also allows for
longer pattern wavelengths to be achieved [19]. The longest
wavelength obtained through perturbation of CIMA and
CDIMA to date in the literature is roughly 1.5 times the
smallest wavelength. In this Letter, we study the effect of
halide salt addition on the wavelength of Turing patterns
in CDIMA. Our experimental results give unprecedented,
multifold increases in wavelength. We support these results
with numerical simulations.
The patterns in this study were formed by the CDIMA

reaction in the gel layer of a continuously fed unstirred tank
reactor (CFUR) coupled with a continuously stirred tank
reactor (CSTR) imaged by a CCD camera (PixeLINK).
To determine the wavelength, an adaptive threshold filter
is applied to the pattern. A 2D Fourier transform then is
obtained for that image. Figure 1 illustrates the procedure
from the Fourier transform. The averaged radial power (P̄)
is calculated by summing the intensity of the Fourier
spectrum at a given radius and dividing by the number
of points at that radius. The radius of the peak with the
largest (P̄) is then converted from a wave number to a
wavelength.
Solutions were prepared to give concentrations of

½I2� ¼ 0.35 mM, ½MA� ¼ 1 mM, ½ClO2� ¼ 0.1 mM,
½polyðvinyl alcoholÞ� ¼ 10 gL−1, and ½H2SO4� ¼ 10 mM
upon initial mixing in the reactor. Solutions were prepared
as follows: I2 was added along with H2SO4 and cosolvent
acetic acid (10% v=v) and left to dissolve overnight. ClO2
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solution was prepared from stock that had been synthesized
according to Ref. [20]. These solutions were kept in
darkness after preparation to minimize photodegredation,
and their concentrations were checked spectrophotometri-
cally before each experiment. The poly(vinyl alcohol)
(PVA, Sigma-Aldrich, average molecular weight 9000–
10 000, 80% hydrolyzed) stock solutions and solutions of
NaBr and NaCl were prepared freshly each week, while
fresh NaI solutions were prepared immediately before each
reaction run.
Solutions were fed via syringe pumps (New Era Pump

Systems, NE-1600 and Cole-Palmer) into the CSTR, where
they were mixed with three magnetic stirbars rotating at
1000RPM. TheCSTR chamber volumewas 2.0mL, and the
residence time was 160 s. Quasi-two-dimensional patterns
formed in the gel layer of theCFUR,whichwas composed of
2% agarose (Sigma-Aldrich, low EEO) gel with thickness
less than the wavelength of the smallest pattern (maximum
thickness 0.45 mm). Two membranes separated the CFUR
andCSTR: a supportedAnoporemembrane (Whatman, pore
size 0.2 μm, thickness 0.10 mm) impregnated with agarose
gel (typically 4%) and a nitrocellulosemembrane (Whatman,
pore size 0.45 μm, thickness 0.12 mm). These membranes
prevented advection in and provided support for the gel
layer; the nitrocellulose also provided contrast for imaging.
The working area of the reactor had a diameter of 25 mm.
A glass optical window allowed for imaging of the patterns.
This combined CFUR and CSTR reactor was thermostated
at 4 °C.
Turing patterns began to appear spontaneously in the

CFUR upon introduction of the ClO2, I2, and malonic acid
solutions. The pattern morphologies were a mixture of

spots and stripes with some honeycomb structures. Pattern
wavelengths without halide addition were 0.51� 0.05 mm
as determined from the Fourier transform. The halide flow
rate was changed to vary the halide concentration in the
reactor, and a fixed total flow rate and constant residence
time were maintained by varying the flow rate of a feed
of 10 mM H2SO4. Halide concentrations were increased
stepwise.
We present our results for Turing patterns subjected

to the addition of sodium salts of bromide, chloride, and
iodide through the feedstock. Figures 2 and 3 show the
response of the native Turing patterns to the addition of
NaCl and NaBr. Different transitions—wavelength dou-
bling for the NaCl additions and pattern disappearance and
regrowth for the NaBr additions—were observed in the
corresponding space-time plots. The focus of this Letter is

FIG. 2. Response of Turing patterns in the CDIMA system to
addition of NaCl. Light and dark regions correspond to low
and high PVA-triiodide complex concentrations, respectively.
(a) Images showing response of initial pattern to concentrations
of up to 400 mM NaCl. Image size is 5 × 5 mm. Slices from the
black line in the figure are used to construct the space-time plot in
(b). (b) Space-time plot [from the diagonal line in (a)] shows how
the pattern transitions as the NaCl concentration is increased.

FIG. 1. Method of determining wavelength from Fourier trans-
form of CDIMA pattern. Averaged radial power ðP̄Þ is deter-
mined from the sum of Fourier intensity at a given radius divided
by the number of points at that radius. The wavelength deter-
mined for this pattern is the reciprocal of the wave number of the
peak indicated by the arrow.

FIG. 3. Response of Turing patterns in the CDIMA system
to addition of NaBr. Light and dark regions correspond to low
and high PVA-triiodide complex concentrations, respectively.
(a) Images showing response of initial pattern to concentrations
of up to 10 mM NaBr. Image size is 5 × 5 mm. Slices from the
black line in the figure are used to construct the space-time plot in
(b). (b) Space-time plot [from the diagonal line in (a)] shows how
the pattern transitions as the NaBr concentration is increased.
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the occurrence of large wavelength patterns, but we find
this dynamical aspect to be of interest and aim to do a more
thorough investigation of these pattern transitions in the
future.
In contrast to the changes observed with the addition of

NaCl and NaBr, addition of NaI had nearly negligible effect
on the pattern. Only sub-mM concentrations of NaI could
be added to the reactor before the pattern was lost and a
uniform steady state became stable. Additions of NaBr
gave a uniform state at a higher threshold and with NaCl at
an even higher threshold, in accordance with periodic
trends. NaBr also had a more pronounced effect on the
wavelength than NaCl. Figure 4 shows the concentration
ranges where NaCl, NaBr, and NaI gave increases in
pattern wavelength. Also shown in this figure are the
largest patterns achieved by addition of each halide.
We used the following two variable model to simulate

large changes in the pattern wavelength,

∂u=∂τ ¼ 1

s

�
a − u −

4u
1þ u2

vþ∇2u

�
ð1Þ

∂v=∂τ ¼ b

�
u −

u
1þ u2

v

�
− cvþ d∇2v: ð2Þ

In this model, u is the dimensionless concentration of the
activator species, iodide (I−), and v is the dimensionless
concentration of the inhibitor species, chlorite (ClO−

2 ). The
parameter s characterizes the triiodide-PVA complexation,
and a and b are constants determined from the input
concentrations of the reactants, which determine the
kinetics of the reaction. The parameter d is the ratio of
the diffusion constants for the two species: d ¼ DClO−

2
=DI− .

The chlorite-iodide reaction step is first order in v and is
accounted for in the third term of Eq. (1) and the second
term of Eq. (2). We represent the chlorite-bromide and
chlorite-chloride reactions with the −cv term. This term is
used to simplify the detailed kinetics of the bromide-related
[21–24,24] and chloride-related [25–29] mechanisms into a
reaction rate law that is first order in v and first order in
halide concentration. Since in our study we use a large
excess of bromide and chloride compared to chlorite, we
further simplify the expression to a pseudofirst order form.
The parameter c then reflects the nondimensionalized rate
constant of the reaction and the concentration of halide
added. When c ¼ 0, this model reduces to the commonly
used two-variable Lengyel-Epstein (LE) model [30].
The introduction of bromide and chloride into the system

leads to the formation of the series of interhalogen com-
pounds I−3 ⇋ I2X−⇋ IX−

2 ⇋X−
3 with the intermediates I2,

IX, X2, where X is a bromine or chlorine atom [31–33]. The
dihalogen species I2 and Br2 have been observed to affect
the diffusion of their halide ions through the formation of
the trihalide complexes. The triiodide complex slows the
diffusion of iodide [34], and formation of the tribromide

complex affects pattern stability in the Belousov-
Zhabotinsky-aerosol OT pattern-forming system [35].
The equilibrium constants for the reaction of iodide with
the diatomic interhalogens IBr and ICl are 4 and 8 orders of
magnitude greater than that of the reaction of iodide with I2,
respectively [33]; thus, we propose IBr and ICl also affect
the effective diffusion of iodide. We incorporate this effect

FIG. 4. Wavelengths of Turing patterns in the CDIMA reaction-
diffusion system are altered by additions of sodium halides.
(a) Semilog plot shows the ratio of wavelengths obtained at a
given sodium halide feed concentration λ and at the original
pattern wavelength λ0. (b) The Turing patterns corresponding to
the largest wavelength patterns shown in the plot are displayed.
To compare all on the same scale, these images have been
processed with an adaptive threshold filter. Reactor is 25 mm in
diameter.
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into the model by changing the relative diffusion constant,
d, increasing it as the effective diffusion constant of iodide
decreases.
Neither chlorite consumption nor altered diffusion alone

was sufficient to qualitatively reproduce the observed
experimental patterns. A decrease in effective iodide
diffusion caused the pattern morphology to change from
spots and stripes to honeycomb patterns. Spot patterns
could not be accessed after honeycomb ones simply by
increasing d. Including only the loss of chlorite failed to
change the spot and stripe widths significantly. With the
inclusion of both effects, however, simulations were able to
qualitatively reproduce an increase in pattern wavelength
for stripes and spots (Fig. 5). Also, as observed in the
experiments, we observed a loss of pattern above a certain
threshold of the parameter c.
The main result that we present in this paper is the

experimental observation of large increases in Turing
pattern wavelength. This is the first report in a chemical
system where a pattern’s intrinsic wavelength has been
increased by more than a factor of 2. The bromide addition
results in a wavelength increase up to a factor of 5. This

development enables a new avenue for research on pattern
to pattern transitions in CDIMA without relying on
spatial forcing. We are able to qualitatively reproduce
these results by accounting for the effects that halide
addition has on the kinetics of the reaction and the diffusion
constants. Since CDIMA is the prototypical system for
studying Turing pattern formation in reaction-diffusion
systems, the potential impact of the study of pattern to
pattern transitions in CDIMA is the development of
insights for Turing pattern transitions in other systems.
A deeper understanding of pattern to pattern transitions
within the context of biomass patterns in arid ecosystems
and those prone to fragmentation could lead to effective
warning and management strategies for desertification and
habitat fragmentation [8,10].
Another area where changes in pattern wavelength

would be of interest is the evolution of patterns on animal
skin. It has been proposed that zebra stripes are an evolu-
tionary advantage in the presence of biting flies, as the flies
have preferences for certain wavelengths of stripes over
others [12]. There is also evidence that natural selection
determines the spot wavelength in guppies [11], and such
wavelength selection may be a general phenomenon.
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