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We present a technique for the dissipative preparation of highly entangled multiparticle states of atoms
coupled to common oscillator modes. By combining local spontaneous emission with coherent couplings, we
engineermany-body dissipation that drives the system from an arbitrary initial state into a Greenberger-Horne-
Zeilinger state. We demonstrate that using our technique highly entangled steady states can be prepared
efficiently in a time that scales polynomially with the system size. Our protocol assumes generic couplings and
will thus enable the dissipative production of multiparticle entanglement in a wide range of physical systems.
As an example, we demonstrate the feasibility of our scheme in state-of-the-art trapped-ion systems.
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Multiparticle entanglement is an essential resource for
quantum computation and information [1], e.g., in quantum
error correction [2,3], quantum memories [4], and entan-
glement-enhanced quantum measurement schemes [5,6].
Among the most important states that exhibit genuine
multiparticle entanglement are Greenberger-Horne-
Zeilinger (GHZ) states:

jGHZi ¼ 1ffiffiffi
2

p ðj000…0i þ j111…1iÞ: ð1Þ

Deterministic preparation of such states has so far been
performed using time-dependent unitary gates [7–10], which
have recently yielded impressive progress towards entan-
gling larger numbers of qubits [11–13], and feedback control
schemes [14–16]. These operations, however, suffer from
quantum noise, causing decoherence and dissipation so that
it remains difficult to prepare high-fidelity multiparticle
entangled states with these methods [17,18]. Recently,
dissipative state preparation has been proposed as an alter-
native approachwhere the dissipative environment is actively
engineered and used to prepare states relevant for quantum
information and simulation [19–23]. Numerous theoretical
studies on the production of bipartite entangled states
[24–31] have since been performed and the first experimental
demonstrations [32–35] have been realized. More recently,
dissipative schemes for the generation of multipartite
entangled states [36–51] have also become available, e.g.,
for the preparation of states stabilized by local interactions
[20,23,42]. It has, however, remained a challenge to
prepare in a scalable way states, like GHZ, that are highly
entangled in the sense that they cannot be stabilized by local
operators [21,23,40].
In this Letter, we extend the range of the dissipative

approach by demonstrating a scalable technique for the
dissipative preparation of highly entangled states of many
particles. We show that, by using local spontaneous
emission as a generic source of dissipation, we can engineer

nontrivial many-body dissipative interactions [48] which
are tailored to produce multiparticle GHZ states. Our
scheme is deterministic and operates by continuous optical
driving from an arbitrary initial state towards the desired
steady state using weak classical fields. The preparation
time of our protocol is found to exhibit a favorable
polynomial scaling with the number of qubits. In addition
to our generic system-independent scheme, we describe an
implementation in a system of trapped ions.
In our protocol, preparation of a steady GHZ state Eq. (1)

of N qubits starting from an arbitrary initial state is
accomplished by two simultaneous operations shown in
Fig. 1: (i) pumping all states with more than zero but less
than all qubits in state j1i (0 < n1 < N) to the state j0i⊗N ,
which can be written as a superposition j0i⊗N ¼
jGHZi þ jGHZ−i, and (ii) removing the GHZ state with
the wrong phase, jGHZ−i ¼ ðj0i⊗N − j1i⊗NÞ= ffiffiffi

2
p

, from
the subspace spanned by j0i⊗N and j1i⊗N . Operation (i) is
implemented such that it fulfills the main requirement of a
dissipative protocol: it has to pump an exponential number
of states efficiently, i.e., in polynomial time. In principle,
standard optical pumping [52] satisfies this criterion as
well, but would also erase the state j1i⊗N , thus ruling out

FIG. 1. Protocol. Preparation of a GHZ state of N qubits is
realized by two operations: (i) “Z pumping” of states with
other than 0 or N atoms in state j1i to j0i⊗N and (ii) j0i⊗N is
a superposition of jGHZi and jGHZ−i ¼ ðj0i⊗N − j1i⊗NÞ= ffiffiffi

2
p

,
so that jGHZ−i needs to be removed by the parity-selective
“X pumping.”
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the possibility to prepare jGHZi with high fidelity. Instead,
we design a new procedure that is selective in the number
of atoms in j1i. This allows us to pump only states with
0 < n1 < N to states with n1 − 1, and thus eventually to
j0i⊗N (n1 ¼ 0). We refer to this operation shown in Fig. 1
as “Z pumping,” since it is based on counting the number
of atoms in the eigenbasis of Z ¼ j0ih0j − j1ih1j.
A second operation (ii) is required to remove the

undesired jGHZ−i state in a continuous manner, as also
illustrated in Fig. 1. To this end, we perform a pumping
process selective in the parity P¼ΠN

a¼1Xa (Xa ¼ j1iah0jþ
j0iah1j). Here, we apply the recipe for stabilizer pumping
from Ref. [40] to the case of the parity stabilizer P:
Expressed in terms of the eigenstates of X, j�i ¼ ðj0i�
j1iÞ= ffiffiffi

2
p

, any state jψiwithPjψi ¼ þ1jψi, such as jGHZi,
is a superposition of only those product states that contain
an even number n− of j−i qubits, e.g., for N ¼ 3,
jGHZi ¼ ðjþþþiþ jþ−−iþ j−þ−iþ j−−þiÞ=2. On
the other hand, n− is odd for any state jψi with
Pjψi ¼ −1jψi, such as jGHZ−i, for N ¼ 3, jGHZ−i ¼
ðj þ þ−i þ j þ −þi þ j −þþi þ j − −−iÞ=2. By pump-
ing all states with odd n− to other states, in the following
referred to as “X pumping,” we achieve the depumping
of jGHZ−i.
The two operations required for our protocol can be

realized using a generic setup as described next. We assume
a general system of N particles (“atoms”), shown in
Figs. 2(a)–2(c). Each atom supports two stable ground
states j0i and j1i and two excited states jei and jfi.
The atoms are driven by classical multitone driving fields,
with identical amplitudes on all ions, as described by the
Hamiltonians

HðFÞ
drive;Z ¼ 1

2
ΩðFÞ

Z eiΔ
ðFÞ
Z t

XN
a¼1

jeiah1j þ H:c:; ð2Þ

HðFÞ
drive;X ¼ 1

2
ΩðFÞ

X eiΔ
ðFÞ
X t

XN
a¼1

jfiah−j þ H:c:; ð3Þ

with strengths ΩðFÞ
l and detunings ΔðFÞ

l , where l ¼ Z, X
denotes the desired operation and F the field tone. The
transitions of the atoms are collectively coupled to two
harmonic oscillator modes, b and c, e.g., two resolved
resonator modes in cavity or circuit QED [7,10], or two
phononic modes in an ion trap setup [9,11–13], as modeled
by the Hamiltonians

Hint;Z ¼ gb†
XN
a¼1

j1iahej þ H:c:; ð4Þ

Hint;X ¼ gc†
XN
a¼1

j−iahfj þ H:c:; ð5Þ

with g being the coupling constant. For the dissipative
process we consider decay by spontaneous emission from
the excited states j to the ground states i at a rate γij

(with γj ¼
P

iγij), described by jump operators Lγij;a ¼ffiffiffiffiffi
γij

p jiiahjj for i ∈ f0; 1g, j ∈ fe; fg acting incoherently on
each atom a.
We realize the Z- and X-pumping operations by engi-

neering selected transitions to be driven resonantly, while
suppressing others due to off-resonant driving. For Z
pumping we use the coupling configuration in Fig. 2(b).
Here, a coupling g of the oscillator b to the transition
jei ↔ j1i and a weak drive on the same transition are used
to effectively “count” the number of atoms in state j1i. In
Fig. 2(d), we illustrate this mechanism for N ¼ 3 qubits.

The weak driving tones ΩðFÞ
Z couple the ground states

to atom-excited states. For example, we consider
jψ110i ¼ j110i, which is coupled to jψ110;ei ¼ ðje10iþ
j1e0iÞ= ffiffiffi

2
p

. This state is in turn coupled to an oscillator-
excited state jψ110ij1ib by the atom-oscillator coupling.
Because of constructive interference between the two terms
in jψ110;ei, this coupling has a strength of

ffiffiffi
2

p
g. As a

consequence of the strong atom-oscillator coupling, the
atom- and the oscillator-excited state form dressed states
jψ110;�i¼ðjψ110;eij0ib�jψ110ij1ibÞ=

ffiffiffi
2

p
at detunings

Δ� ¼ � ffiffiffi
2

p
g; see Fig. 2(d). Applying a weak driving field

(a)

(d)

(b) (c)

FIG. 2. Setup (a)–(c) and dissipative mechanism (d) for GHZ
preparation, shown for N ¼ 3 qubits. Setup (a): We consider a
chain of N subsystems (“atoms”) with four levels, coupled to
two common harmonic oscillators. As dissipative processes,
we assume spontaneous emission from the excited levels γe=f.
We apply coupling configurations Z (b) and X (c) consisting of

2ðN − 1Þ driving tones ΩðFÞ
Z with detunings ΔðFÞ

Z in (b), 2⌊ðN þ
1Þ=2⌋ tones with ΩðFÞ

X and ΔðFÞ
X in (c), and couplings of the atoms

to the oscillator modes g. (d) Z pumping towards j0i⊗N using the
couplings in (b). Ground states are coupled to atom-excited states
by weak driving. Depending on the number n1 of atoms in j1i, the
excited states form dressed states with oscillator-excited states at

energies � ffiffiffiffiffi
n1

p
g. By applying fields with detunings jΔðFÞ

Z j ¼ffiffiffiffi
F

p
g for 1 ≤ F ≤ N − 1 (only the red-detuned fields are shown),

all states except jGHZi and jGHZ−i are pumped to
j0i⊗N ¼ ðjGHZi þ jGHZ−iÞ=

ffiffiffi
2

p
. jGHZ−i is emptied by the

parity-selective X pumping as described in the text.

PRL 117, 040501 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending
22 JULY 2016

040501-2



with a detuning jΔZj ¼
ffiffiffi
2

p
g, one thus excites ground states

with n1 ¼ 2 to excited states like jψ110;ei. Since jei is
subject to spontaneous emission to j0i and j1i, jψ110;ei
decays either back to the manifold of states with n1 ¼ 2 or
“forward” to states with n1 ¼ 1. In general, the couplings
of the atom- and oscillator-excited states have a strength offfiffiffiffiffi
n1

p
g that depends on the number n1 of atoms in j1i, so that

the dressed states are shifted by Δ� ¼ � ffiffiffiffiffi
n1

p
g. This creates

a resonance condition depending on n1 of the initial state,
which we can use to selectively drive a manifold. Applying
a drive with jΔZj ¼

ffiffiffi
1

p
g, states with n1 ¼ 1 are thus

pumped to n1 ¼ 0, and thereby to jGHZi and jGHZ−i.
On the other hand, with the detuningsΔZ ¼ �g and� ffiffiffi

2
p

g,
the state j1i⊗N is excited only off resonantly and thus
decays slowly [see Fig. 2(d)], so that jGHZi remains almost
unaffected.
To realize the full Z-pumping process based on the

mechanism above, we apply a weak drive consisting of

2ðN − 1Þ tonesΩðFÞ
Z with detuningsΔðFÞ

Z ¼ � ffiffiffiffi
F

p
g ranging

from F ¼ 1 to F ¼ N − 1. This gives rise to effective
decay processes [53] described by

Lðn1Þ
γ0;a;Z

¼
ffiffiffiffiffiffiffiffiffi
γðn1Þ0;Z

q
j0iah1jPn1 ; ð1 ≤ n1 ≤ N − 1Þ: ð6Þ

Here, Pn1 is the projector onto the ground states with n1
atoms in state j1i, a denotes the atom subject to decay, and

γðn1Þ0;Z ¼ γ0eðΩðn1Þ
Z =γeÞ2 are the strongly enhanced decay

rates of the states that are resonantly excited. Each ground
state with 1 ≤ n1 ≤ N − 1 then decays towards one with
n1 − 1 by the engineered spontaneous emission in Eq. (6).
The concatenation of these decay processes causes a
continuous drift towards states with smaller n1, finally
ending at the state j0i⊗N with n1 ¼ 0. For a suitable choice

of the Ωðn1Þ
Z [53], the preparation time τ of j0i⊗N and the

corresponding rate Γþ ¼ 1=τ can then have a favorable
scaling τ ∝ 1=Γþ ∼ logðNÞ, which is similar to optical
pumping where the transition rate of each level is propor-
tional to the number n1 of its excitations. However, as
opposed to standard optical pumping, the Z pumping is
engineered such that it does not affect j1i⊗N , and thus
neither jGHZi, since resonant excitation out of j1i⊗N

would require the tone F ¼ N. By excluding such tones
from the drive, the excitation out of j1i⊗N is off resonant
and thus much weaker. The weak off-resonant excitation of
j1i⊗N by the other driving tones leads only to a small
leakage from jGHZi. Since the energy gap between the
resonances and the driving tones ð ffiffiffiffi

N
p

− ffiffiffiffiffi
n1

p Þg decreases
with N, the leakage rate from jGHZi increases with the
number of qubits, and can be estimated to be

ΓZ
− ∼ ðNγe=g2Þ

P
N−1
n1¼1 n1ðΩðn1Þ

Z =ðN − n1ÞÞ2. The resulting
error can, however, be compensated by reducing the speed
of the protocol by a small polynomial factor, as we
discuss below.

Having operation (i) realized, we now turn to operation
(ii), the X pumping, which removes states with an odd
number n− of atoms in j−i. To implement it we use a similar
mechanismaswas used to “count”n1 above, except that now
we need to do this in a different basis. We achieve this
operation using the coupling configuration in Fig. 2(c):
Coupling the transitions from j0i to jfi and from j1i to jfiby
fields of the same strength, but with the opposite phase,
results in a coupling of the transition from j−i to jfi. To
avoid interferencewith theZ pumping,we consider a second
excited state jfi and a second oscillator mode c. It is,
nonetheless, possible to implement the described operations
with a single excited level and a single oscillator mode
in a stroboscopic manner, resulting in a quasisteady state.
In the X pumping, the transitions between the excited

level jfi and the ground levels j0i and j1i are coherently
coupled to the harmonic oscillator c and excited by a

multitone drive ΩðFÞ
X . Opposite phases on both transitions

result in a coupling of the transition jfi ↔ j−i, similar
to the coupling jei ↔ j1i in the Z configuration. In this
way, we make the X pumping selective in n− in a similar
manner as the Z pumping is selective in n1: Applying

2⌊ðN þ 1Þ=2⌋ field tones with detunings ΔðFÞ
X ¼ � ffiffiffiffi

F
p

g
for F ¼ 1; 3; 5;…ðF ≤ NÞ, we resonantly excite
jGHZ−i to dressed states which lie at � ffiffiffiffiffiffi

n−
p

g for
n− ¼ 1; 3; 5;…; ðn− ≤ NÞ. Thereby, we make jGHZ−i
decay to random states by effective spontaneous emission

with a strong rate ΓXþ ∼ 2ðΩðFÞ
X Þ2=γf, Similar to the Z

pumping, the decreasing energy gap between the dressed
states gives rise to a leakage rate from GHZ, ΓX

− ∼
N2γfΩ2

X=g
2 (using ΩðFÞ

X ¼ ΩX for odd F and ΩðFÞ
X ¼ 0

for even F), which increases with the number of qubits N.
The simultaneous action of the Z and the X pumping

prepares jGHZi and maintains it as the unique steady state
of the dissipative dynamics. However, since the Z pumping
is disturbed by the X pumping, the latter has to be
sufficiently weak so that the Z pumping has a sizable
probability of reaching the final state j0i⊗N before being
subject to X pumping; picking similar rates for the X
pumping and the total Z pumping Γþ, this requirement does
not slow down the preparation process significantly [53].
To find the preparation time we can consider a simple
model where the rate of pumping to j0i⊗N is determined by
ΓZþ, and where jGHZi and jGHZ−i are pumped out with
rates Γ− ¼ ΓZ

− þ ΓX
− and ΓXþ, respectively. Further details

on the model are given in the Supplemental Material [53],
but in short, we find that the steady state fidelity FGHZ is
determined by the ratio of the decay out due to off-resonant
excitation at the rate Γ− ∼ γNΩ2=g2 and the effective

preparation rate Γþ ∼ Ω2=γ [using ΩðFÞ
X ∼Ω=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N logN

p
,

ΩðFÞ
Z ∼Ω for F ≤ 2N=3, and ΩðFÞ

Z ∼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðN − FÞ=Fp

Ω
for F ≥ 2N=3]. This gives a steady state error
E ¼ Γ−=Γþ ∼ Nγ2=g2, which is approached exponentially
in time ∼e−tΓþ .
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To avoid having an increasing error with the qubit
number N, we assume that we can control the decay rates
of the excited states jei and jfi. This is, for instance, the
case if the states are metastable states coupled to higher
lying unstable states with a laser field [33,34]. The increase
of the error with N can then be compensated by having a
sufficiently low decay rate γ ∼ g

ffiffiffi
E

p
=

ffiffiffiffi
N

p
, which keeps the

error E constant for growing N, but prolongs the necessary
preparation time τGHZ. These considerations, however,
assume a weak driving Ω, whereas for strong driving
the pumping rate becomes limited by power broadening.
We therefore need to use a suitably low driving strength
Ω ∼ γ=

ffiffiffiffi
N

p
, which sets a limit on the preparation rate.

These considerations and parameter values can be turned
into a rigorous upper bound on the preparation time [53]:

τGHZ ∝ N3=2ðlogNÞ
�
log

1

E

�
=ðg

ffiffiffi
E

p
Þ: ð7Þ

We can thus prepare a GHZ state at any desired fidelity
FGHZ ¼ 1 − E within a preparation time that has a low-
order (N3=2) polynomial scaling in the number of qubits,
for a coupling g independent of N. If instead the total
preparation time is restricted to t < Tmax, then the prepa-
ration error of an N-particle GHZ state will necessarily
obey E > Nγ2=g2 and E > e−TmaxΓþ , limiting the achievable
fidelity to FGHZ ≲ 1 − N=ðgTmaxÞ2 [53].
To confirm the results of the simple model, we simulate

the protocol numerically: In Fig. 3(a) we plot the time
evolution towards a steady GHZ state for N ¼ 2;…; 8

qubits resulting from our protocol. The plots are obtained
by numerically simulating an effective master equation [54]
as well as the complete master equation truncated to one or
two excitations. Here we optimize the available parameters
(driving strengths, tunable decay rates) to reach a fidelity
FGHZ ¼ 0.9 of the GHZ state in minimum time. The
resulting preparation times and the analytical bound from
Eq. (7) is shown in Fig. 3(b). These results confirm that the
scheme exhibits a low-order polynomial scaling of the
preparation time with the number of qubits. In contrast to
the scheme in Ref. [40], our protocol requires only two
operations for a GHZ state of N qubits. Furthermore, the
highly directed Z pumping is only weakly perturbed by the
polynomially weaker X pumping and thus allows for a
polynomial scaling of the protocol.
The ingredients necessary for our scheme are available in

trapped ion experiments. One suitable setup consists of a
chain of N trapped ions, each with two (meta)stable ground
levels j0i and j1i and two auxiliary levels jei and jfi. Tunable
decay of the auxiliary levels by spontaneous emission can be
realized by a repumper to a higher lying rapidly decaying state
[33,34]. Two phononicmodes, cooled to the ground state, and
coupled to the sidebandsof the ions’ transitions, canbeused as
the harmonic oscillators b and c. For the pumping, we require
2ðN − 1Þ field tones in the Z configuration and 2⌊ðN þ
1Þ=2⌋ tones in the X configuration. An alternative strobo-
scopic implementation requires only a single auxiliary level,
interchanging between the roles of jei and jfi, a single
phononic mode, interchanging between being b and c, and a
single field tone with tunable detuning applied on either the
transition j1i ↔ jei or j−i ↔ jfi. With g=2π ∼ 10 kHz,
typical preparation times are τ ∼ 30 ms. On such time
scales collective dephasing needs to be taken into account,
but can be overcome by switching the role of j0i and j1i
in the Z pumping for every second ion, thereby preparing
ðj0101…i þ j1010…iÞ= ffiffiffi

2
p

, which is in a decoherence-free
subspace and is equivalent to a GHZ state [13], or by using
clock states [55]. Fluctuations of g of 1% result in a reduction
of the fidelity by 0.01–0.1 for N ¼ 2;…; 8 qubits, whereas
fluctuations of 0.1% have an effect at the subpercent level. ac
Stark shift fluctuations are suppressed since both red- and
blue-detuned driving tones (e.g., Δ� ¼ � ffiffiffiffiffi

n1
p

g) are applied.
Heating of the motion would constitute another error on
the time scale of the scheme, but this can be made negligible
for cryogenic traps [55].
We have shown that dissipative state preparation can be

extended to the efficient generation of highly entangled
steady states of many particles. We achieve this by
engineering complex multiparticle dissipation, which deter-
ministically drives the system into a desired steady state
within a time scaling only polynomially with the size of the
system. The generic couplings assumed in our approach
can be found in a variety of physical systems, such as
trapped ions, where the basic ingredients of the scheme
have already been demonstrated [34]. As specific exam-
ples, we have considered the preparation of highly
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FIG. 3. Evolution towards a steady GHZ state. Starting from a
fully mixed state, we numerically solve an effective master
equation. The curves in (a) show the evolution for 2–8 qubits
(different colors from blue to black) and are obtained by
numerically optimizing all available parameters to reach a fidelity
of FGHZ ¼ 0.9 (black dashed line) within as short a time as
possible. In (b) we show the scaling of the preparation time with
the number of qubits. Both (a) and (b) show different degrees
of truncation of the Hilbert space (dash-dotted lines and blue
squares, effective ground state dynamics after adiabatic elimina-
tion; solid lines and green circles, one excitation; dashed lines and
red triangles, two excitations). In (b), small symbols represent
analytically optimized parameters and large symbols numerically
optimized parameters. We find a polynomial scaling of the
preparation time that is within our analytical bound [black dashed
line in (b)].
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entangled GHZ states, which are paradigmatic multiparticle
entangled states, but the developed techniques are appli-
cable to a range of other quantum information tasks.
Particularly relevant further possibilities are the construc-
tion of quantum error correcting codes [2,3] or the
observation of exotic phase transitions [22] induced by
multiparticle dissipation.
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