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A method for ab initio structure factor retrieval from large-angle rocking-beam electron diffraction data
of thin crystals is described and tested with experimental and simulated data. No additional information,
such as atomicity or information about chemical composition, has been made use of. Our numerical
experiments show that the inversion of dynamical scattering works best, if the beam tilt range is large and
the specimen not too thick, because for moderate multiple scattering, the large tilt amplitude effectively
removes local minima in this global optimization problem.
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Electron diffraction, featuring a scattering cross section
that is about 5 orders ofmagnitude larger than that of x-rays or
neutrons, is able to probe the atomic structure of crystals only
a few nm3 in size. Crystal structure determination from
electron diffraction data has conventionally been an adapta-
tion of kinematic x-ray crystallography methods, such as
direct methods [1,2] or the charge flipping algorithm [3].
The success of these techniques for phasing x-ray diffrac-
tion patterns of small structures (i.e., proteins up to about
1000 atoms in the asymmetric unit [4]) is basedon the fact that
with the availabilityof diffractiondata up to a sufficiently high
resolution the number of recorded diffraction intensities is
much greater than the number of atoms in the structure.
However, while in beam-sensitive structures radiation dam-
age makes it often impossible to collect diffraction data up to
atomic resolution, dynamical scattering in thicker crystals
causes electron diffraction intensities to be a highly nonlinear
function of the structure factors, making the kinematic
approximation inapplicable in many cases.
Despite these problems, the refinement of crystal struc-

ture factors from electron diffraction patterns has a long
history [5–8]. Precession electron diffraction (PED) [9]
has helped to make electron diffraction data more kin-
ematic-like by averaging over different multiple scattering
conditions. Considerable effort has been devoted to match-
ing dynamical diffraction intensities to Bloch wave
simulations [10,11], multislice calculations [12–20], or
other approaches [21–27].
Convergent beam electron diffraction (CBED) experi-

ments provide two-dimensional rocking curves, i.e., elec-
tron diffraction data for a range of slightly different incident
beam directions in a single exposure of the diffraction
camera. For each of these different incident beam directions
the dynamical scattering conditions are slightly different.
Matching structure factors to CBED data may thus largely
overdetermine the resulting optimization problem, making
this technique very sensitive to both amplitude and phase of
structure factors.

For conventional CBED patterns, the range of incident
beam directions is limited to the first Brillouin zone, since
otherwise diffraction discs would overlap. For crystals
with lattice parameters smaller than 1 nm, the specimen
thickness for quantitative CBED work must thus be rather
large (typically 80–150 nm at electron beam energies of
120–200 keV) for the diffraction discs to feature significant
changes in the diffraction intensities, making it inapplicable
for nanomaterials. In the cases of thin specimens or crystals
with lattice parameters much larger than 1 nm, it is very
difficult, if not impossible, to obtain CBED patterns with
significant variation of intensity within the diffraction discs.
By acquiring diffraction data at different beam tilts sequen-
tially, the large-angle rocking-beam electron diffraction
(LARBED) technique [28] makes it possible to collect
CBED-like 2D rocking curves from nanovolumes for beam
tilt angles up to about 100 mrad—i.e., more than 20 times
larger than the largest possible convergence angle in CBED
experiments of even a small unit cell crystal such as silicon—
and this angular range is independent of the size of the unit cell
of the diffracting material. While the experimental setup of
LARBED is similar to that of PED, the latter is designed to
record integrals of ring-shaped rocking curves. The variation
of the diffraction intensities with beam tilt is thus lost in PED,
but preserved by the LARBED approach. In this Letter, we
show that the availability of 2D rocking curve data and the
extended range of tilt angles accessible by the LARBED
technique in comparison to CBED allows a conventional line
search method that minimizes the difference between exper-
imental and simulated LARBED data to determine structure
factors in an ab initio manner.
Within the Bloch wave scheme, the multiple scattering

process of the fast electron traversing a thin crystalline slab is
described by the scattering matrix Swhich, whenmultiplied
by the Fourier representation of the incident wave, sampled
at the reciprocal lattice points of the crystal, results in the
wave function of the fast electron at the exit face of the
specimen,
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ψðt; ~kt;UgÞ ¼ Sðt; ~kt;UgÞψð0Þ; ð1Þ
where t is the thickness of the specimen, ~kt is the transverse
component of the wave vector of the incident fast electron
relative to the nominal zone axis of the crystal, and Ug
are the complex Fourier coefficients of the electrostatic
potential of the crystal being probed by the scattering
electrons. ψðt; ~kt;UgÞ represents the wave function at the
exit surface, and ψð0Þ the incident wave. Since ~kt may
also be interpreted as crystal tilt relative to a fixed
incident beam direction, ψð0Þ does not depend on ~kt. If
Nbeams Bloch states are considered, Sðt; ~kt;UgÞ hasNbeams ×
Nbeams elements, and for an incident plane wave, ψð0Þ is a
column vector of length Nbeams with all elements being 0,
except for the mth one representing no transverse momen-
tum, the central element in the example below,

ψð0Þ ¼ ½0; 0;…; 1;…; 0; 0�T:

With this definition of the incident wave function the
intensity measured at reflection ~gn in the diffraction pattern
is given by

Inðt; ~kt;UgÞ ¼ jψðt; ~kt;UgÞnj2 ¼ jSðt; ~kt;UgÞn;mj2: ð2Þ
The scattering matrix can be expressed as

Sðt; ~kt;UgÞ ¼ eiπtAð~kt;UgÞ=ðn̂·~kÞ; ð3Þ
where ~k is the wave vector of the incident electron beam
corresponding to the electron wavelength λ ¼ 1=j~kj.
For incident beam directions which are nearly parallel to
the surface normal n̂ of the crystalline slab this may be
approximated as

Sðt; ~kt;UgÞ ¼ eiπλtAð~kt;UgÞ: ð4Þ
The structure (Bethe) matrix Að~kt;UgÞ at beam tilt ~kt is

Að~kt;UgÞ ¼
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where ~g and ~h are reciprocal-lattice vectors.
The inverse problem we need to solve involves finding

all the structure factors Ug appearing in the matrices

Að~kt;UgÞ by matching the moduli squared of the entries

in the central column of the scattering matrix Sðt; ~kt;UgÞ at
known transverse components of the incident wave vector
~kt, to the corresponding measurements, thus optimizing a
merit function

χ2ðt;Ug;α;βÞ¼
XNtilts

l¼1

XNbeams

n¼1

½Iexpn ð~ktlÞ−αjSðt;~ktl ;UgÞn;mj2−β�2;

ð5Þ

where the thickness t, intensity scale factor α, and intensity
offset β are all refined simultaneously.
As every beam tilt requires the computation of the

exponential of an Nbeams × Nbeams matrix and Ntilts may
be as large as a few hundreds or even thousands, evaluating
the merit function is computationally expensive. Both
classic gradient based iterative algorithms as well as
heuristic optimization algorithms need to evaluate this
function many times. The performance of the optimization

algorithm is thus highly influenced by the computational
efficiency of the merit function.
A large number of methods for computing the matrix

exponential exist [29]. For our dynamical diffraction calcu-
lationsweuse an optimized 9th-order Taylor expansion inside
a scaling-and-squaring algorithm implemented for graphics
processing units [30], launching multiple matrix exponential
calculations in parallel, utilizingdynamic parallelism featured
by CUDA version 5 on a workstation containing 3 Nvidia
Tesla K20C GPUs and 1 Nvidia Tesla K40C GPU.
To explore the effect that the specimen thickness and

tilt range have on the ability of a classical gradient based
optimization scheme to determine structure factors ab initio
from intensity measurements alone, we have applied it to
diffraction data simulated for all combinations of the
following thicknesses t ¼ 5, 10, 20, 40 nm and tilt ranges

θmax ¼ λj~ktjmax ¼ 5, 10, 20, 40 mrad. LARBED patterns of
SrTiO3 oriented close to the (001) zone axis simulated for
these different experimental conditions are shown in Fig. 1.
At low specimen thicknesses (t ≤ 10 nm), the central
(undiffracted) disks dominate, implying rather weak scatter-
ing and possibly a dominating contribution of kinematical
scattering. However, at 10 nm specimen thickness and a

tilt range of j~ktjmax ¼ 5 mrad the complex features in the
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diffracted discs indicate that the dynamical contribution to
the observed intensities is already very significant. At higher
specimen thicknesses the intensity of the undiffracted
beam is already lower than that of some reflections, at least
at the zone axis.
The diffraction patterns shown in Fig. 1 each show 21

strong diffraction discs. However, in addition to the visible
discs, the very weak reflections between them (100, 210, etc.)
have been included in the calculation as well, resulting in a
structure factor matrix Að~kt;UgÞ of size 45 × 45, i.e., with
Nbeams ¼ 45, containing 157 unique structure factors, since
this matrix also contains structure factors corresponding to
the difference of any pair of computed reflections. For the
structure factor determination, all structure factors were
initialized to Ug ¼ ð0.01þ 0.01iÞ Å−2 and the thickness
was initialized to the value for which each of the patterns was
simulated. At large specimen thicknesses and small tilt range
(as in the case of CBED), the optimization routine tended to
get stuck in local minima. But even for thin specimens, the tilt
amplitudesmust be large for theoptimization to be successful,
i.e., for a final R value of ≤ 10%, where

Rðt;Ug;α;βÞ

¼
PNtilts

l¼1

PNbeams
n¼1 j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iexpn ð~ktlÞ

q
−α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jSðt;Ug;~ktlÞn;mj

2
q

−βj
PNtilts

l¼1

PNbeams
n¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iexpn ð~ktlÞ

q :

ð6Þ
To confirm our interpretation of the R value, Fig. 2 shows

the diffraction patterns that have been simulated from the

set of recovered structure factors and specimen thicknesses.
For the patterns with smaller tilt amplitudes, especially for
the θmax ¼ 5 mrad case, all the very weak reflections with
index sums hþ kþ l ¼ odd in Fig. 1 appear rather strong,
indicating a very poor fit because the optimization algo-
rithm got stuck in a local optimum. Only for the largest tilt
range of 40 mrad, all the fitted patterns for thicknesses up to
20 nm show good agreement with the simulated data. At a
thickness of 40 nm the intensity distribution within the
diffraction discs does not really correspond to the original.
This is obvious again when looking at the very weak
reflections.
From the structure factor amplitudes and phases, we also

computed the projected unit cell potential by inverse
Fourier transform (see Fig. 3). Since the structure factor
matrix has not been constrained for symmetry nor for
Hermiticity during the refinement, the projected potential is
complex valued, with the real part describing pure elastic
scattering, and the imaginary part absorption. The appear-
ance of the weak oxygen columns in the potential maps
may be used as an indicator of how well the structure
factors have been determined. Comparing the reconstructed
potential maps with the one corresponding to the structure
factors used to simulate the LARBED patterns, it is obvious
that only for the largest beam tilt ranges and moderate
thicknesses, the optimization routine has successfully
converged at least close to the global optimum, i.e., could
determine 157 Ug from LARBED discs of 45 “measured”
reflections.
To further quantify the ability of our approach to

determine the correct structure factor phases, three-phase
invariant errors have been computed. The sum of the phases
of three structure factors corresponding to lattice vectors

FIG. 1. LARBED patterns of SrTiO3 oriented close to the (001)
zone axis simulated for a 120 keV electron beam, with 45 beams
selected. Within the discs of radius θmax ¼ 5, 10, 20, and 40 mrad,
1024 different beam tilt vectors uniformly distributed within
these discs have been chosen. The different rows represent
specimen thicknesses of 5, 10, 20, and 40 nm.

FIG. 2. LARBED patterns simulated from the structure factor
fitted to the simulated data shown in Fig. 1 by minimizing
expression (5).
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that form a closed loop, i.e., ϕg;h ¼ ϕg þ ϕh þ ϕ−g−h, is
independent of the choice of unit cell origin and thus a well-
defined quantity. We have thus evaluated the following
three-phase invariant error

Etriplet ¼
P

g;hjϕg;h − ϕtheoryj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijUgUhU−g−hj3

p
P

g;h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijUgUhU−g−hj3
p ;

averaging over all possible structure factor phase triplets that
can be constructed from the 45 structure factors of the
measured reflections. Here, ϕtheory is the theoretical phase
invariant, and for centrosymmetric SrTiO3, this value is
either 0 or π. For each of the test cases the corresponding
value of Etriplet is shown in Fig. 3. The errors for the patterns
with larger tilt amplitudes are generally smaller than for
patterns with smaller tilt amplitudes. Setting a threshold of
0.3, we can say that reconstructed structure factor sets with a
mean phase triplet error below this value correspond to a
potentialmapwhich agrees reasonablywith the original one,
at least when not considering very high-order reflections,
diffraction intensities of which have not been measured.
Figure 4(a) shows experimental LARBED data of

SrTiO3 oriented near the (001) zone axis, captured auto-
matically by the QED software (HREM Research Inc.,
Higashimastuyama, Japan) on a Gatan Orius 200W CCD
camera installed on a Zeiss EM912 operated at an accel-
erating voltage of 120 kV. Although this microscope is
equipped with an in-column energy filter, these data have

not been zero-loss filtered in order to show the robustness
of our structure factor determination scheme against unfav-
orable experimental conditions,making it easily comparable
with conventional electron diffraction experiments. The
LARBED data set consists of 1009 diffraction patterns
acquired at beam tilts which fill a disc of radius
θmax ¼ 70 mrad. Integrated background-substracted inten-
sities of 121 diffraction spots have been extracted from each
of the experimental diffraction patterns. Since no energy
filtering was applied, and the expected localization of much
of the inelastic scattering occurs at small scattering angles,
we have omitted the undiffracted and the first order
reflections from the fit, i.e., reflections 000, 100, 010,
1̄00, and 01̄0.
Adding a jUgj penalty term to the absolute-value norm of

the intensity differences, we minimized a modified target
function

Eðt;Ug; α; βÞ ¼
XNtilts

l¼1

XNbeams

n¼1

jIexpn ð~ktlÞ − αjSðt;Ug; ~ktlÞn;mj
2

− βj þ γ
X
g

jUgj2;

where γ ¼ Ntilt=10. This additional penalty term is
designed to prevent the structure factors of some unmeas-
ured reflections to become exceedingly large. From this
experimental LARBED data for 121 reflections we have
successfully determined 456 structure factors Ug, the
specimen thickness, and other parameters related to the
experiment, such as a refinement of the beam tilts. The best
fitting LARBED pattern [Fig. 4(b)] was obtained for a
specimen thickness of 11.5 nm. The corresponding poten-
tial map is shown in Fig. 4(e). The rather large values in the
imaginary part of the potential are likely due to the fact that
the experimental data had not been zero-loss filtered.
Figure 4(f) shows the map of the projected potential
obtained from all 456 structure factors that have been
fitted to the experimental data, but including a term in
which penalizes differences in jUgj for reflections that have
very similar integrated intensities, i.e., for which a kin-
ematic fit to the data would yield nearly identical structure
factor amplitudes. Including a larger number of structure
factors yields much sharper peaks at the positions of the
atomic columns, as would be expected.
We have investigated the feasibility of ab initio structure

factor determination from both simulated and experimental
LARBED intensities alone. We avoided applying any
additional constraints to the structure factors, such as
symmetry or atomicity, in order to demonstrate the appli-
cability of this approach also in cases where radiation
damage prevents the acquisition of diffraction data up to
atomic resolution.
We were able to determine 456 structure factors from

experimental LARBED data of 11.5 nm thick SrTiO3, even
though only 121 diffraction spots have been included in the
analysis. All atomic columns, including those containing

FIG. 3. Maps of the projected potential of 2 × 2 unit cells
corresponding to the recovered sets of structure factors. The
reconstructed potential maps are shown on the left-hand side, the
differences between the reconstructed and the theoretical maps
are shown on the right-hand side. The numbers in the top right
corner of each of these maps represent Etriplet, i.e., the mean of
1189 phase triplet errors computed from those Ug for which
intensity measurements have been included in the optimization,
i.e., which appear in the mth column of the structure factor
matrix. The numbers in the top left corner of each map indicate
the R value calculated from Eq. (6).
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only oxygen, have been recovered. Testing our approach on
simulated data we find that for a small range of beam tilts,
such as in the case of conventional CBED, the optimization
routine was not able to get close to the global optimum.
This is due to a lack of features across the disks when the
specimen is thin, and too much multiple scattering when
the specimen is thicker. To retrieve the structure factor
phases reliably by this approach there must be a moderate
multiple scattering, and the range of incident beam tilts
must be several times larger than that accessible in conven-
tional CBED experiments.
The source code of the structure factor refinement

program, written in C++, is available at github [31].
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FIG. 4. (a) Experimental LARBED pattern of SrTiO3 compris-
ing 1009 different beam tilts. (b) LARBED pattern simulated
from the set of reconstructed structure factors, assuming no
additional information about the specimen other than the exper-
imental data. (c) Difference of the intensities shown in (a) and (b).
(d) Theoretical map of the (001)-projected potential of SrTiO3 as
represented by the first 121 reflections in this orientation. The
projected potential of 2 × 2 unit cells is shown [same in (e) and
(f)]. (e) Reconstructed potential map corresponding to the first
121 beams, applying no additional (symmetry) constraints. The
real part of the projected potential is shown on the left-hand side,
and the imaginary part on the right-hand side [same in (f)].
(f) Reconstructed potential map with all 456 different structure
factors, but constraining some jUgj’s as explained in the text.
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