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We investigate the shift current bulk photovoltaic response of materials close to a band inversion
topological phase transition. We find that the bulk photocurrent reverses direction across the band inversion
transition, and that its magnitude is enhanced in the vicinity of the phase transition. These results are
demonstrated with first principles density functional theory calculations of BiTeI and CsPbI3 under
hydrostatic pressure, and explained with an analytical model, suggesting that this phenomenon remains
robust across disparate material systems.
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The field of topological insulators [1,2] has proven to be
a fruitful avenue of research in condensed matter physics in
recent years. The symmetry protected surface states of
topological insulators [3–5] give rise to novel and useful
phenomena such as dissipationless transport [6,7]. Even
though band topology is a ground state property, defined on
the occupied valence bands of an insulator [8], the excited
state properties should be affected by topological consid-
erations as well. There is a growing body of research
investigating the optical properties of topological insulators
[9] using photoemission spectroscopy [3,4], Raman spec-
troscopy [10–13], nonlinear optics [14–19], and photo-
current generation [20–22].
While the presence or absence of topological surface

states has thus far been the main experimental route for
detecting topological phase transitions, in this work we
propose an optical, nonsurface approach for detecting
topological phase transitions in the bulk. This is a direct
approach which does not rely on the quality or ease of
detection of surface states.We consider the influence of band
topology on the bulk photovoltaic effect (BPVE, also known
as the photogalvanic effect) [23,24], which is the generation
of photocurrents in the bulk of a single-phase material.
The bulk photovoltaic effect is a second-order optical

effect which gives current densities, Jr ¼ σrstEsEt, as a
quadratic function of the applied electric fields. This
dictates that the BPVE can only be observed in materials
with broken inversion symmetry. Measurements of appre-
ciable BPVE have been reported for many ferroelectric
materials [25–28]. In the prototypical ferroelectric BaTiO3,
experiments [29,30] and first-principles calculations [31]
show that the primary mechanism for BPVE is the shift
current [32]. In this mechanism, carriers are excited into a
current-carrying superposition of excited states. Because of
its dominant effect in the bulk photovoltaic response, we
will focus on the shift current in this Letter.
Because optical excitations probe both the valence and

conduction band wave functions, we expect the band

inversion process, which is the interchange of the conduction
and valence band characters, to result in dramatic changes in
the finite-frequency response functions of the system. We
show that band inversion reverses the direction of the shift
current. The magnitude of the shift current is enhanced in the
vicinity of the band inversion transition. We illustrate these
results using first-principles density functional theory (DFT)
calculations of the polar topological insulators BiTeI and
CsPbI3. Under hydrostatic pressure, these materials undergo
band inversions and enter topologically nontrivial phases,
where the magnitude of shift current is enhanced to an order
of magnitude larger than that of BaTiO3.
Being a second-order response function, the shift current

bulk photovoltaic response function includes virtual tran-
sitions of electrons to all unoccupied bands,
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Unlike linear response (e.g., Fermi’s golden rule), inter-
changing the conduction band and valence band in Eq. (1)
changes the value of the response function. In Eq. (1), the
sum over states includes all conduction and valence bands
and corresponding integrals over the Brillouin zone. The
components of the momentum operator are denoted by pr.
The shift current can be reexpressed as a product of the
absorption rate and the shift vector R,
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Rtðc; v; kÞ ¼ −
∂
∂kt arghcjprjvi − ½χvtðkÞ − χctðkÞ�: ð3Þ

Here, χ are Berry connections. The shift vector R can be
understood as a generalized gauge invariant k-space
derivative of the p operator [32,33], and it is odd under
the interchange of c and v bands.
We apply this formalism to perform first-principles DFT

calculations [34–37] of the shift current BPVE of the polar
layered material BiTeI. This material is a normal insulator
under ambient pressure, and DFT predicts that it becomes a
topological insulator at pressures higher than 1.7 GPa [38].
It lacks inversion symmetry on either side of the topological
phase transition. The strong spin-orbit interaction, together
with the breaking of inversion symmetry, result in a
Rashba-type splitting [39–41] of the conduction and
valence bands in both topological insulator (TI) and normal
insulator (NI) phases. At the topological phase transition,
the band gap closes between the lowest energy Rashba
conduction band and the highest energy Rashba valence
band, in the vicinity of the A point in the Brillouin zone
(Fig. 1). Because of trigonal warping effects, the band gap
closes at six symmetry-related points along the A −H
directions. Nevertheless, because the magnitude of trigonal
warping is small, there is an approximate ringlike degen-
eracy of the conduction and valence bands at the topo-
logical phase transition at an energy scale above 10 meV. In
general, for topological phase transitions in three dimen-
sions, it is expected that the band gap closes over a range of

pressures [42]. However, this pressure range is very small
in BiTeI, appearing only at higher orders in k [38], and does
not affect the nature of our results presented below.
Electronic correlation effects beyond DFT are likely to
change the transition pressure but not the presence of a
band inversion transition [43].
We have calculated band energies and electronic wave

functions within DFT, using the PBE exchange-correlation
energy functional and norm conserving pseudopotentials.
An 8 × 8 × 8 Monkhorst-Pack k grid and plane wave
energy cutoffs of 50 Ry were used for self-consistent
evaluation of the charge densities. A refined k-point samp-
ling near the A points equivalent to a 96 × 96 × 96 mesh
revealed changes in the shift current spectrum as the system
is tuned across the topological phase transition. For
simplicity, we restrict our attention to the σzzz tensor
component of the bulk photovoltaic response in this Letter.
We focus on the low-energy shift current spectrum, with

contributions from the lowest-energy conduction and
valence bands. The dominant spectral feature in this energy
range is a peak located at the band gap energy (Fig. 2).
Starting in the NI phase, an increase in pressure reduces the
band gap, driving the shift current peak to lower energies

(a)

(b)

(c)

(d)

(e)

FIG. 1. Structure of BiTeI displayed in top view (a), and side
view (b). Grey: Bi, purple: Te, orange: I. Panels (c)–(e): Evolution
of band structure across the topological phase transition, from the
normal insulator phase (lattice constant a ¼ 4.42 Å) (c), to the
band inversion transition (a ¼ 4.18 Å) (d), to the topological
insulator phase (a ¼ 4.05 Å) (e). Colors represent the projection
of the wave functions to Bi 6p orbitals. The band character
changes rapidly at the band inversion transition (d).

(a)

(b)

FIG. 2. Shift current bulk photovoltaic response of BiTeI
(a) and CsPbI3 (b). In each panel, spectra are given for a range
of lattice constants, specified in Å.
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while simultaneously increasing its magnitude. At the
critical pressure for band inversion, the shift current peak
abruptly changes sign. Further increasing the pressure
increases the band gap, shifting the peak to higher energies
and reducing its magnitude. Comparing the magnitude of
the shift current peak in TI and NI phases, we have found
that the peaks in the TI phase are consistently larger in
magnitude than in the NI phase (Fig. 3). The peaks in either
phase are sharpened as the band inversion transition is
approached.
In brief, the change in direction of the shift current at the

band inversion transition is a result of the shift vector R
flipping sign upon interchange of conduction and valence
bands. The enhancement of the shift current is a conse-
quence of the rapidly changing band characters at the band
inversion transition (see Supplemental Material [44]), as
measured by the generalized k derivative in the shift vector

Eq. (3). In addition, the smaller bond lengths in the TI
phase increase the magnitude of the momentum matrix
elements, leading to the enhancement of the shift current in
the TI phase over the NI phase.
To further understand these results, we develop a low

energy effective model describing the band inversion
process. We start with a 4-band Dirac model H0 which
has been used to describe topological phase transitions in
centrosymmetric systems, such as semiconductor quantum
wells [45] and perovskites [43],

H0ð~kÞ ¼ MðkÞτz ⊗ σ0 − iℏvFτx ⊗ ð~k · ~σÞ: ð4Þ

Here, ~τ and ~σ are pauli matrices representing orbital and
spin degrees of freedom, respectively. The second term in
Eq. (4) describes the band structure at the point of band
inversion, where it is gapless, and has linearly dispersing
bands with band velocity vF. The first term introduces a
band gap away from the band inversion, controlled by the
mass term MðkÞ ¼ m − Ak2. We have taken the time-
reversal operator to be T ¼ τz ⊗ Kiσy. As inversion
symmetry breaking is a prerequisite for shift current, we
add an inversion symmetry breaking term HISB, which
preserves the time-reversal symmetry of H0. To lowest
order in k, all such inversion symmetry breaking terms can
be written as τx ⊗ σi, which introduces a polar axis in
direction i. Without loss of generality, we choose
H ¼ H0 þHISB, HISB ¼ μτx ⊗ σz. HISB is responsible
for the Rashba split conduction and valence bands (Fig. 1).
Only the lowest-energy Rashba conduction and valence

bands participate in the band inversion transition. As such,
we reduce H to a 2 × 2 Hamiltonian H0 for these bands by
means of a canonical transformation (see Supplemental
Material [44]). The reduced Hamiltonian is

H0 ¼ W†HW ¼
�
MðkÞ λ

λ −MðkÞ

�
ð5Þ

with band energies

E�ðkÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MðkÞ2 þ λ2

q
ð6Þ

where λ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðℏvFkzÞ2 þ ðμ − ℏvFk⊥Þ2

p
. From Eq. (6), we

see that the band inversion transition happens when the
parameter m is tuned to m� ¼ Aμ2=ℏ2v2F. The band gap
closes in the ring kz ¼ 0, k⊥ ¼ μ=ℏvF, with the size of the
ring depending on the amount of inversion symmetry
breaking (μ). From the relative signs of the mass term in
Eq. (4) at k ≈ 0 and k → ∞, it can be shown that m > m�
corresponds to the inverted band structure, while m < m�
corresponds to the normal, uninverted phase [45], when
A > 0. In BiTeI, m can be controlled by applying pressure.
We now proceed to obtain the σzzz tensor component of

the shift current for the effective Hamiltonian H0. In the

(a)

(b)

FIG. 3. Spectral parameters of the shift current response for
BiTeI. Absolute value of the peak shift current is shown in (a) as a
function of different band gap energies, corresponding to differ-
ent applied pressures and lattice constants. Full width at half
maximum of the shift current peak is shown in (b) as a function of
different band gap energies, corresponding to different lattice
constants. Dashed lines show the prediction of the model
developed in Eq. (7), using dipole matrix elements fitted to
the normal insulator (NI) phase.
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basis ofH, the momentum operator ~p is taken to be τxσi, by
the same argument for the form of HISB. The shift current
contribution from the low energy bands is obtained by
reducing to the basis ofH0 using the transformationW†pW,
and applying Eq. (2) (see Supplemental Material [44]),

σðωÞ ¼ πe

�
e

mℏω

�
2

jpj2DOSðωÞθðω − EgÞ
M
Eþ

¼ πe

�
e

mℏω

�
2

jpj2DOSðωÞθðω − EgÞ
MðωÞ
ω=2

: ð7Þ

Here jpj2 is the dipole matrix element, assumed to be
constant in this range of k, andMðωÞ ¼ MðkÞjω¼EþðkÞ−E−ðkÞ.
Equation (7) shows that the shift current line shape is a peak
located at the band gap energyω ¼ Eg. The direction of shift
current is dictated by the sign of M. Across the band
inversion transition, the mass term M changes sign, as does
the shift current response, in agreement with the results of
DFT (Fig. 2). We note that the direction of the shift current in
a real material is a consequence of many factors [31]; band
inversion flips the sign of the shift current, but does not fix a
particular direction for the current.
The enhancement of the DFT shift current in the vicinity

of the band inversion transition is well explained by this
model (Fig. 3) and is consistent with the correlation
between band gap and shift current reported in [46].
Likewise, the sharpening of the shift current peak near
the band inversion transition can be understood by writing
M=Eþ ¼ M=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 þ λ2

p
in Eq. (7). When the mass term M

is small, it determines the width of the peak, as seen from
the agreement between the model and DFT in Fig. 3. AsM
is increased, it reaches a point where it becomes compa-
rable to the Rashba splitting energy scale, which limits the
range of applicability of Eqs. (5)–(7).
We expect the qualitative nature of these results to remain

unchanged in the presence of higher-order band warping
effects. To demonstrate this, we calculate the shift current
response of the halide perovskite CsPbI3 using DFT. Under
hydrostatic pressure, CsPbI3 becomes a ferroelectric topo-
logical insulator [47]. The band structure in the vicinity of
the topological phase transition is similar to that of BiTeI,
except for a warping of the low energy bands, which breaks
the ringlike minima of the Rashba bands into four shallow,
degenerate valleys (Fig. 4). Nevertheless, the shift current
response of CsPbI3 shows similar trends as that of BiTeI
(Fig. 2). The main differences arise from the different density
of states of BiTeI [DOSðωÞ ∼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ω − Eg
p

] and CsPbI3
[DOSðωÞ ∼ ðω − EgÞ3=2], which give rise to somewhat
different line shapes, and a weaker enhancement of shift
current for CsPbI3.
Shift current materials have been suggested as candidates

for light-harvesting energy applications, due to active
photocurrent generation in the entire bulk of the material
and their above-band gap photovoltages [48]. The BPVE is
a ballistic hot carrier effect. As such, a material with a small

band gap can still have carriers emerge with more than the
band gap worth of energy, as they do not thermalize before
leaving the photovoltaic material. Recent works [37,49–51]
have studied how to achieve a large shift current magnitude
in real materials, by considering structural modifications
such as domain walls and chemical alloying. Our result
suggests a new way to design shift current materials based
on their electronic topology: to look for materials close to a
band inversion transition. Furthermore, the shift current
enhancement reported in this Letter may find applications
in high-resolution sensors and switches, due to its robust-
ness and the abruptness of the change in current direction.
For instance, the direction of the photocurrent can be
controlled by small changes in the lattice constant, flipping
directions as the material undergoes a band inversion
transition. Complex functionality coupling electrical, opti-
cal, and mechanical degrees of freedom may be imple-
mented simply in a bulk crystal of these topological shift
current materials.
Wehave demonstrated clear signatures of band inversion in

the shift current response of noncentrosymmetric materials.
As a material is tuned across a topological phase transition,
we predict a reversal of the photocurrent direction, sharpening
of the shift current peak, and enhancement of the photocurrent
duringband inversionand in theinvertedphase.These features
are robust across various material systems such as the
perovskite CsPbI3 and the layered BiTeI. Besides shedding
light on the excited state properties of topological insulators
and providing a bulk optical signal of band inversion, these
results suggest a route for enhancing the bulk photovoltaic
effect by designing materials close to band inversion, with
possible applications in light-harvesting devices.
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FIG. 4. Low energy band structure of BiTeI (a) and CsPbI3
(b) near the band inversion transitions. Energy difference between
the lowest conduction band and highest valence band is shown at
a ¼ 7.90 Å for BiTeI (a) and at a ¼ 6.075 Å for CsPbI3 (b).
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