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We report the first observation of the coexistence of a distinct midgap state and a Mott state in undoped
and their evolution in electron and hole-doped ambipolar Y0.38La0.62ðBa0.82La0.18Þ2Cu3Oy films using
spectroscopic ellipsometry and x-ray absorption spectroscopies at the OK and Cu L3;2 edges. Supported by
theoretical calculations, the midgap state is shown to originate from antiferromagnetic correlation.
Surprisingly, while the magnetic state collapses and its correlation strength weakens with dopings, the Mott
state in contrast moves toward a higher energy and its correlation strength increases. Our result provides
important clues to the mechanism of electronic correlation strengths and superconductivity in cuprates.
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Soon after the discovery of high-temperature super-
conductivity in copper-oxide base alloys [1], two parallel
theoretical concepts were proposed for the mechanism
of unconventional superconductivity, namely, a resonant
valence bond theory [2–4] in the strong-correlation regime
and a spin fluctuation theory [5–7] in the weak-correlation
regime. These two theoretical paradigms were primarily
influenced by the nature of the insulating state in the parent
compound. The resonant valence bond theory is based on
the assumption that the cuprates at half-filling are Mott
insulators in which double occupancy in each Cu site is
prohibited by strong Coulomb interaction, and the
antiferromagnetic (AFM) order that occurs below Néel
temperature is a consequence rather than a cause of the
Mott-insulating phase. On the other hand, the spin fluctuation
theory proposed that the AFM phase is driven by Fermi
surface instability induced symmetry breaking and a strong
AFM interaction at half-filling leads to insulating behavior.
Even though experiments have shown evidence of each

scenario independently, e.g., Mott gap features from optical
conductivity [8,9] and x-ray absorption spectroscopy (XAS)
[10] measurements for the former and various competing
orders [11,12], Hall-effect and quantum oscillation mea-
surements [13,14], for the latter, a direct, systematic experi-
ment that can measure and simultaneously link the strong

and weak coupling scales is still lacking. Another important
unresolved problem is the origin of the asymmetry between
hole- and electron-doped cuprates in which most studies
were done on different parent compounds, which had
different crystallography and electronic band structures. It
is now possible to study the evolution of electronic structure
from hole- to electron-doped cuprates within the same parent
compound in an ambipolar cuprate of Y1−zLazðBa1−xLaxÞ2
Cu3Oy [15,16]. Therefore, such an experiment is then crucial
for understanding the origin of normal, insulating state and
evolution of electronic correlation strengths as a function of
both hole- and electron doping in cuprates, particularly in the
low-carrier-concentration regime.
Here, we design an experiment to reveal comprehensively

the evolution of electronic structure of unique ambipolar
cuprates Y1−zLazðBa1−xLaxÞ2Cu3Oy (YLBLCO), in
undoped, hole- and electron-doped cases, using a combina-
tion of high-resolution spectroscopic ellipsometry (SE) and
XAS at the O K and Cu L3;2 edges. Our detailed analysis is
further supported by a self-consistent momentum-resolved
density-wave fluctuation (MRDF) theory for calculating the
self-energy correction by including the antiferromagnetic
order and spin and charge density fluctuations.
High-quality Y0.38La0.62ðBa0.82La0.18Þ2Cu3Oy (about

260 nm) films are grown on (001) LaAlO3 using pulsed
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laser deposition [15]. Since the oxygen content cannot be
measured precisely for hole (p-type) and electron (n-type)
films, in our discussion we refer to the carrier concentrations,
which are obtained from Hall-effect measurements at room
temperature (∼300K). Eleven high-quality single crystalline
films are specially prepared to represent for the insulating
case (P0), p-type (P1–P5) and n-type (N1–N5). The carrier
concentrations of the p-type samples are P1¼9.7×
1016 cm−3, P2¼2.2×1020 cm−3, P3¼7.9×1020 cm−3,
P4 ¼ 1.3 × 1021 cm−3, and P5 ¼ 2.5 × 1021 cm−3. The
P0 is an insulating sample, with carrier concentration beyond
the limit of the transport measurement. The carrier concen-
trations of n-type samples are N1 ¼ 6.3 × 1016 cm−3,
N2 ¼ 3.6 × 1020 cm−3, N3 ¼ 4.7 × 1020 cm−3, N4 ¼
7 × 1020 cm−3, and N5 ¼ 2.3 × 1021 cm−3. We note that
all samples are in the low-doping regime and samples of P4
(Tc ∼ 8 K) and P5 (Tc ∼ 34 K) are superconductors below
Tc [16]. The magnetization and transport data also support
high-quality samples [17]. High-resolution x-ray diffraction
measurements show that our films are untwinned and the
crystallographic structure of the films reveals a perfect
coherent interface between the film and substrate (see
Supplemental Material, Fig. S1 [17]). The crystal structure
and proposed phase diagram of YLBLCO based on transport
measurements are shown in Figs. 1(a)–1(b), respectively. The
optical conductivity is determined using spectroscpic ellips-
ometry (SE). The XAS at the O K edge (1s → 2p) and Cu
L2;3 edges (2p → 3d) are obtained using linearly polarized
XAS from the surface, interface, and nanostructure science
(SINS) beam line at the Singapore Synchrotron Light Source,
via a total electronyieldmode.All the experiments are done at
room temperature. The details of samples and experimental
methods are explained in the Supplemental Material [17].
A new and important observation is a distinct, midin-

frared peak (labeled a) at 0.9 eV in the optical conductivity
obtained from SE measurements [see Figs. 1(c)–1(d)] for
P0 (undoped). At higher energy, a peak (labeled b) near
1.6 eV is observed and ascribed to the charge-transfer
transitions (Mott gap) [32], similar to other cuprates [8,33].
Intriguingly, peak a is very narrow, with half width at half
maximum of 0.06 eV, three times sharper than that of peak
b (∼0.17 eV). Meanwhile, the maximum intensity of peak
a is ∼500 Ω−1 cm−1, which is surprisingly comparable to
that of peak b (∼700 Ω−1 cm−1). Supported with MRDF
calculations (as discussed below), we argue that peak a is
ascribed to the antiferromagnetic gap, while peak b is
related to the charge-transfer transition from the magnetic
bands to the Mott-Hubbard bands [18]. We note that a
similar midgap state (at ∼1 eV) was also observed in other
cuprates; however, the origin was not understood [33].
Interestingly, in spectra of both p-type and n-type samples,
peak a gets broader and spectral weight of both peaks a and
b enhances. As carrier concentrations increase, peak a
shifts to lower energy and at the same time a Drude
response emerges, while peak b shifts toward higher energy

and gets broader. Particularly for the n type, the shift
and broadening of peak b are rather significant. The
evolution of peak a, peak b, and overall shape of optical
conductivity is clearly different for the p- and n-type,
suggesting that holes and electrons behave differently in
modifying the electronic structure of cuprates. The pres-
ence of the new peak a and the different behavior between
p- and n-type are further revealed with XAS as dis-
cussed below.
Figure 2 shows XAS at O K (low-energy region) and

Cu L3 edges for in-plane polarization (E⊥c). Let us discuss
XAS at the O K edge first. This transition is particularly
sensitive to O 2p − Cu 3d hybridization; thus, it probes
unoccupied Cu 3d orbitals. Interestingly, for P0 two
prepeaks are observed: a new peak at ∼528.3 eV (labeled
A), and a peak at ∼528.9 eV (labeled B). The energy
separation between peaks A and B [Fig. 2(a)] from XAS is
the same as the energy difference between peaks a and b
from SE [Fig. 1(c)]. The consistency of energy different
between the two experiments strongly supports the obser-
vation of new midgap states (peak A and peak a). Peak B is
known as the transition into the upper Hubbard band
(UHB) [34,35]. Supported by our MRDF calculations
and SE data, peak A is related with the upper (unoccupied)
magnetic band (UMB).

FIG. 1. (a) Crystal structure and (b) phase diagram of p-type
and n-type YLBLCO. Note that while Tc is from our transport
measurements, TN is estimated according to the relationship
between the Nèel temperature and carrier concentration from
Ref. [16]. Optical conductivity (σ1) of (c) p-type and (d) n-type
YLBLCO for various carrier concentrations and insulator P0
from spectroscopic ellipsometry measurements. Theoretical cal-
culations of σ1 of (e) p-type and (f) n-type YLBLCO for various
carrier concentrations and insulator P0.
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The behavior of peakA and peakB differs betweenp- and
n-type samples. For p-type YLBLCO, as the carrier con-
centration increases, a hole-doped peak related to doped
holes occurs, while the peak A shifts towards lower energy
and emerges with the hole-doped peak [peak A0, Fig. 2(a)].
Supported by our SE and theoretical calculations, for the
p-type sample the first prepeak at theOK edge (peakA0) is a
mixing of the hole-doped peak [or Zhang-Rice (ZR) feature]
and UMB peak. Note that the UMB peak has never been
discussed in any previous XAS studies of hole-doped
YBa2Cu3O7−δ [36–38]. By combining high-resolution
XAS and SE measurements on the very same sample and
simultaneously analyzing those experimental data as
well as supporting theoretical calculations, one can now
distinguish UMB from the others. The UHB peak (or
peak B) stays almost at the same energy but its intensity
varies as a functionof carrier concentration [cf. Fig. 2(a)].We
observe an unusual behavior of peak B in the p-type
YLBLCO. The unusual behavior of a spectral weight
transfer of those peaks involving such a broad energy range
shows the importance of strong electronic correlations and
the complexity of the systems [39]. In other cuprates, the
intensity of peakB decreases upon hole doping due to strong
electronic correlations yielding to spectral weight transfer
[10,40]. However, the intensity of peak B for P3 is higher
than that for P2 [Fig. 2(a)]. These unusual increases can be
explained by Cu L3 edge XAS results, as discussed later.
For n-type YLBLCO, peak A decreases in intensity and

shifts toward higher energy as the carrier concentration
increases [Fig. 2(c)]. As shown in previous study that the
ZR feature occurred as occupied states in n-type cuprates
[41], the presence of peak A in n-type YLBLCO is strong
evidence that peak A is not the ZR feature. On the other
hand, the intensity of peak B also reduces but its energy
position is retained.

For sample P0, the XAS at the Cu L3 edge consists of a
white line feature (labeled D) at ∼931.1 eV and a satellite
band (labeled E) at ∼934.3 eV [Fig. 2(b)]. For p-type
YLBLCO, as the carrier concentration increases, peak D
increases in intensity accompanied by the appearance
of a shoulder (labeled F) just above the white line feature,
while peak E decreases. We note that peak D saturates at a
certain carrier concentration (P3). The intensity of peak F
increases as the carrier concentration increases. According
to previous XAS studies on other cuprates [34,38,41–43],
the white line feature D is related to Cu-2p → 3d tran-
sitions, which involve Cu2þ ions and peak E is ascribed to
the hybridization of Cu-4s (Cu1þ) with Cu-3d states, while
peak F has been ascribed to ligand hole states [34,42]. As
the carrier concentration increases, the increase of peak D
and the decrease of peak E suggest that doping holes in
YLBLCO change the valence of Cu from Cu1þ to Cu2þ in
the CuO2 plane (CuO3 chains) [17]. This is consistent with
the increase of the UHB feature in the O K edge XAS
spectra as discussed above [44]. Furthermore, the presence
of Cu1þ in the CuO2 plane may be due to the substitution
of La3þ for Ba2þ and the oxygen defect or intercalation.
For n-type YLBLCO [Fig. 2(d)], the intensity of the

white line feature D decreases as the carrier concentration
increases, while the intensity of peak E increases. The
result suggests that part of the electrons go into the
Cu atom, which changes from Cu2þ to Cu1þ ions. This
is consistent with the observation that peak B decreases as
the carrier concentration increases in Fig. 2(c).
To explain these unprecedented data, we perform a full

momentum dependent self-energy formalism for a single
CuO2 band within the Hubbard model by treating the
Coulomb interaction as being doping dependent [17,45].
The theoretical results are shown in Fig. 3. The optical
and XAS data shown above collectively indicate that an
antiferromagnetic order occurs in the itinerant states,
creating an insulating gap, while the localized states are
already separated to higher energy before the magnetic
ordering sets in. The dominant interaction that creates such
an itinerant and localization duality is predominantly made
of density fluctuations in the spin and charge sectors. The
calculations show the dominance of dynamical correlation
in the presence of a van Hove singularity at k ¼ ðπ; 0Þ.
Such fluctuation dispersions have been observed by
resonant-inelastic x-ray scattering in La2−xSrxCuO4, from
the undoped to the heavily overdoped regime [46,47].
Our computed self-energy dressed spectral weight spec-

trum is presented in Fig. 3(a) for three representative
dopings. Four subbands are clearly visible at all dopings,
in which the two low-energy bands are split by magnetic
ordering, while each magnetic band is further split by the
anomalous energy dependence of the self-energies, shown
in Figs. 3(b) and 3(c). The strength of the correlation is
dominant in the momentum regions, and gradually
decreases as we move towards the nodal direction as

FIG. 2. Low-energy region (preedge peak) of the O K-edge
absorption spectra of (a) p-type and (c) n-type YLBLCO with
various carrier concentrations including an insulator P0 for E⊥c.
Cu L3 edge absorption spectra of (b) p-type and (d) n-type
YLBLCO with various carrier concentration including an insu-
lator P0 for E⊥c.
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manifested in the computed k-dependent mass renormal-
ization factor shown in Fig. 3(d).
The doping dependence of the self-energy reveals a

surprising trend. With both increasing hole and electron
doping, the correlation strength weakens, causing the self-
energy to reduce in amplitude. Since the overall shape of the
self-energy remains the same, as it becomes flatter with
doping (i.e., the renormalization effect decreases), the energy
scale where real-part changes slope and the imaginary part
acquires peak gradually shifts to higher energy. As a result
the self-energy generated localized Mott-like bands shift to
higher energy as the self-energy weakens. This is a char-
acteristically opposite behavior to what is expected within
typical Mott physics where a weaker correlation strength
means a smaller Mott gap. In the former case, however, the
spectral weight of the high-energy band loses intensity and
the corresponding spectral weight is gradually shifted to
the itinerant strength. This behavior of the self-energy is
manifested in the doping dependence of the four peaks in the
DOS, shown in Fig. 3(e).
We next compute optical conductivity quantity using the

Kubo formula of linear response theory. It is shown in
Figs. 1(e) and 1(f), and is in good qualitative agreement
with the experimental results. The optical conductivity at
half-filling exhibits three peaks: the lowest energy peak
[e.g., ∼0.9 eV for P0 as shown in Fig. 1(c)] reflects the
magnetic gap; the intermediate energy peak (e.g., ∼1.6 eV)
stems from the optical transition across the magnetic bands
to the Mott-like bands; the higher energy peak (e.g.,
∼2.0 eV) arises from the transition across the two Mott-
like bands. Note that the magnetic gap in the optical

spectrum is relatively sharper in both theory and exper-
imental data, yet it has been missed by earlier studies.
We extract the energy position of the major peaks in

Figs. 1 and 2, which are shown in Figs. 4(a) and 4(b), and
compare them with our theoretical results for p-type and
n-type YLBLCO (see also Supplemental Material, Table
S1 [17]). The experiments and theory are in good accord.
In the low carrier-concentration regimes (for both p-type
and n-type YLBLCO), the magnetic gap exhibits a rapid
decrease, while the charge-transfer gap provides an oppo-
site carrier-concentration dependence to the magnetic gap.
For higher carrier-concentration regimes, the magnetic gap
is shifted down below 0.5 eV (measurement limit) and the
charge-transfer gap exhibits a decrease.
By combining the XAS and optical conductivity and

supported by theoretical calculations, we propose a picto-
rial model of electronic structures of the YLBLCO as a
function of doping as shown in Fig. 4(c). The unoccupied
bands are related to the corresponding peaks in the XAS
spectra as discussed above, while the energy differences of
each band are obtained from the optical gap in optical
conductivity spectra and the energy difference of peaks in
the XAS spectra (see also Supplemental Material for
theoretical calculations XAS [17]).

FIG. 3. (a) The computed self-energy dressed spectral weight
spectrum for three representative dopings, insulating P0, P4, and
N4. (b) Real (Σ0) and (c) imaginary part (Σ00) of self-energy of
p-type (left) and n-type (right) YLBLCO for various carrier
concentrations and P0. (d) The computed k-dependent mass
renormalization factor for three representative dopings, P0, P4,
and N4. (e) DOS of p-type (left) and n-type (right) YLBLCO for
various carrier concentrations and P0.

FIG. 4. (a) Contrasting carrier-concentration dependences
of the magnetic and charge-transfer gaps in p-type and n-type
YLBLCO. Present theoretical and experimental results (mea-
sured by spectroscopic ellipsometry). (b) Carrier-concentration
dependences of the energy position of peaks A (A0), and B for
p-type and n-type YLBLCO extracted XAS at the O K edge
(cf. Fig. 2). The shadow and the dashed lines are to guide the eye.
(c) Proposed electronic structure model of samples N2, P0, P1,
and P4, as derived from the analyses of XAS and SE data. The
black (empty) bands are occupied (unoccupied) by electrons.
There are lower (LHB) and upper Hubbard bands (UHB)
separated by the Mott-Hubbard gap, lower (LMB) and upper
magnetic bands (UMB) separated by the antiferromagnetic gap,
and the Zhang-Rice (ZR) feature. The “0 eV” represent the Fermi
level. We note that for P0 and n-type cases the ZR feature occurs
below the Fermi level and is accessible in SE but not in XAS.
While for p-type cases, the ZR feature occurs above the Fermi
level and is accessible in both SE and XAS.
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Cuprates exhibit various low-energy gaps with different
doping and temperature dependencies such as the AFM
gap, pseudogap, charge-density-wave (CDW) gap, and
others. The presently observed midinfrared (MIR) gap
cannot arise from the CDW, since CDW arises at finite
doping, and often exhibits a dome like structure centering
around 12.5% doping [48]. On the other hand, the doping
dependence of the MIR we observe here decreases mono-
tonically from half-filling which resembles the doping
dependence of either an AFM gap or the pseudogap
behavior. In hole-doped cuprates, the AFM gap disappears
rapidly with doping, while pseudogap behavior persists to
higher doping. Our measured small quasiparticle gap at
finite doping matches well with the AFM gap measured by
other techniques [10,33,34], while the pseudogap value
deviates from our observations in these extremely under-
doped samples [49,50]. Furthermore, we observe asym-
metry in the quasiparticle magnetic gap within the same
sample. The asymmetry has also been seen in the spin
excitation spectrum on other electron and hole-doped
cuprates [51]. Therefore, we conclude that the MIR gap
we observe here is due to the AFM ordering.
In summary, using the combination of SE, XAS at

O K and Cu L3;2 edges and supported by self-consistent
momentum-resolved density-wave fluctuation calculations,
the coexistence of midgap antiferromagnetic and Mott
states in undoped, hole- and electron-doped ambipolar
Y0.38La0.62ðBa0.82La0.18Þ2Cu3Oy films is observed. As a
function of dopings, the magnetic state collapses and its
correlation strength weakens. In contrast the Mott state
moves toward a higher energy and its correlation strength
increases. Our result unifies a long-standing puzzle about
the correlation strengths and resolves the origin of asym-
metry between electron doping and hole doping in cup-
rates. Furthermore, the methodology presented here can be
applied to study electronic correlations and the electronic
structure of correlated electron systems in general.
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