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In the angle-averaged excitation and decay spectra of molecules, vibronic coupling may induce the
usually weak dipole-forbidden transitions by the excitation intensity borrowing mechanism. The present
complementary theoretical and experimental study of the resonant Auger decay of core-to-Rydberg excited
CH4 and Ne demonstrates that vibronic coupling plays a decisive role in the formation of the angle-
resolved spectra by additionally involving the decay rate borrowing mechanism. Thereby, we propose that
the angle-resolved Auger spectroscopy can in general provide very insightful information on the strength of
the vibronic coupling.
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Coupling between the nuclear and electronic motions
beyond the usually successful Born-Oppenheimer approxi-
mation is generally referred to as vibronic coupling [1–3].
Jahn-Teller and Renner-Teller effects, as well as ultrafast
nonadiabatic dynamics via conical intersections [4–6] are
classical examples of vibronic coupling. The significance of
vibronic coupling for the spectroscopy of molecules [7,8]
and solids [9,10] is alreadywell understood. It is of particular
importance for ultrafast radiationless decay and energy
transfer processes in large polyatomic and even biologically
relevant molecules [11,12]. The role of vibronic coupling in
the photoelectron angular distribution [13] and partial decay
rate distribution [14] has also been investigated. Here, we
show that vibronic coupling has a dramatic effect on the
angle-resolved Auger spectra of molecules and can govern
angular distributions of emitted electrons.
Methane is the prototypical system for studying vibronic

coupling effects [15,16]. Its carbon K-edge excitation spec-
trumexhibits a prominentC 1s → nlRydberg series [17,18].
The most intense structures in the excitation spectrum are
associated with the symmetric stretching (ν1) mode of the
dipole-allowed 1sa1 → npt2 and 1sa1 → ndt2 transitions
[19]. The npt2 Rydberg states are split by the Jahn-Teller
effect via vibronic coupling through the ν2, ν4 dynamical
modes [19] [e.g., overlapping resonances on the high-energy
side of the strongest3pt2ðν1 ¼ 0Þ resonance]. Theweak low-
energy side structures in the excitation spectrum are attributed
to the dipole-forbidden 1sa1 → 3sa1 electron transition,
which becomes vibronically allowed through coupling with
the t2ðν3; ν4Þ dynamical modes [17–19]. Those additional
resonances are typical examples of the excitation intensity
borrowing mechanism [18].
The angular emission distributions arevery sensitive to the

interplay between the outgoing partial electron continuum
waves [20]. Consequently, angular distribution parameters
provide very important complementary information on the

competing electron and nuclear dynamics, which may not be
accessible in the angle-averaged spectra [21–26]. In this
Letter, we utilize this advantage of the angle-resolved Auger
electron spectroscopy [27] to study vibronic coupling effects
in core-to-Rydberg excited methane. Specifically, we inves-
tigate experimentally and theoretically the participator res-
onant Auger decay populating the ground CH4

þðX 1t−12 Þ
final ionic state and analyze the angular anisotropy param-
eters of the emitted electrons.
It will become evident that the ab initio electronic structure

and nuclear dynamics calculations, which involve the sym-
metric stretching vibrational mode and the already known
excitation intensity borrowing mechanism via vibronic cou-
pling, fail to explain the presently observed angle-resolved
spectra of methane. In order to cross-check those theoretical
results, we performed an additional angle-resolved study of
the corresponding participator resonant Auger decay of the
Ne 1s → 3p resonance populating the Neþð2p−1Þ ground
ionic state, and we obtained excellent agreement between
theory and experiment. The probability for resonant Auger
processes is proportional to the product of the oscillator
strength for resonant excitation and the partial rate for decay
into the final continuum state. Each of these ingredients is
sensitive to vibronic coupling effects. Therefore, we propose
an additional mechanism: the decay rate borrowing via
vibronic coupling. Simulations involving this novel mecha-
nism enabled a successful interpretation of the presently
measured angle-resolved resonant Auger spectra of CH4.
The process relevant to the present study of methane can

be schematically represented as follows:

1a212a
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2ðX 2T2Þ þ e−ðεlmÞ: ð1Þ

At first, linearly polarized synchrotron radiation with the
energy of ℏω ∼ 288 eV excites the C 1s electron into
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Rydberg states. In the second step, these excited electrons
take part in the Auger decay, which leaves methane in the
X 1t−12 ionic state with the binding energy of 14.25 eV [28],
and a high-energy electron is emitted. Alternatively, the
same final ionic state can be populated via the nonresonant
photoionization of the 1t2 valence shell. Notwithstanding
the high photon energy, this direct ionization channel plays
a very important role [29,30].
The present experiments were performed in the Auger-

Raman regime [31,32] at the PLEIADES beam line,
SOLEIL synchrotron radiation facility. The experimental
setup and procedure to determine electron angular distri-
butions are similar to that reported in Refs. [33–35]. For
methane, the energy of the synchrotron radiation was varied
in steps of 25 meV in the range of 286.7–290.0 eV, and the
photon bandwidth of 70 meV was smaller than the natural
lifetime width of 94� 1 meV of the C 1s hole [36]. For
neon, the energy range of 865.6–869.0 eV was covered in
steps of 100 meVat a photon bandwidth of about 150 meV,
which again was smaller than the Ne 1s-hole decay width
of 270� 20 meV [37]. The photon energy was calibrated
to data from Refs. [19,37]. The electron spectra were
recorded using a VG Scienta R4000 hemispherical ana-
lyzer. For the present purposes, it was sufficient to acquire
low electron energy resolution spectra for the whole
CH4

þðX 1t−12 Þ band and for the whole Ne 2p−1
1=2;3=2 doublet.

The spectra were normalized with respect to photon flux,
pressure, and acquisition time to ensure a reliable deter-
mination of the angular anisotropy parameters.
To describe process (1), we applied the theoretical

approach from our previous angle-resolved studies of
core-excited molecules [21,22,24,25,38]. Potential energy
curves of methane were computed by the multireference
configuration interaction method. The core-excited states
we treated in the equivalent core “Z þ 1” approximation.
Electronic transition amplitudes were computed by the
single center method [39], which was recently extended to
polyatomics [40]. Calculations were performed at the
equilibrium internuclear geometry of the ground electronic
state of CH4 in the relaxed-core Hartree-Fock approxima-
tion. In the calculations, the lifetime vibrational interfer-
ence [41] and the electronic state interference [42] between
direct and resonant amplitudes for the population of the
final ionic states were taken into account. The equations for
computing transition amplitudes in the vicinity of the core
excitation, the total cross section, and the angular distri-
bution parameter of the resonant Auger electrons in
polyatomic molecules are reported in Ref. [38].
The photoionization cross section σXðωÞ for the CH4

þ

ðX 1t−12 Þ state and the corresponding angular distribution
parameter βeXðωÞ measured and computed in the present
work in the vicinity of the core excitation of methane are
collected in Fig. 1. This figure illustrates data for the whole
vibrationally unresolved band since vibrational structures
of the CH4

þðX 1t−12 Þ state strongly overlap [19,43].

Calculations were performed in different approximations.
We first discuss results obtained by neglecting the nuclear
motion and including only electronic transitions. The
individual βeX parameters obtained separately for the 3s,
3p, and 3d resonances (Resonant) and for the direct

0.00

0.05

0.10

0.15

0.20

286.5 287.0 287.5 288.0 288.5 289.0 289.5 290.0

0.0

0.5

1.0

1.5

3s
vi

b

3s
vi

b
3s

vi
b

4s
vi

b

3d
0

3d
1

3d
2

4d
0

3p
0

3p
1

3p
2

4p
0

4p
1

3p
vi

b
3p

vi
b

    Symmetric  
VC-Excitation  
     VC-Decay  
   Experiment  

C
ro

ss
 s

ec
tio

ns
 σ

X
 (

M
b)

P
ho

to
el

ec
tr

on
 a

sy
m

m
et

ry
 p

ar
am

et
er

 β
e X

          Direct  
    Resonant  
Interference  

Photon energy (eV)

CH+
4
 (X 1t -1

2
)

FIG. 1. Photoionization cross section (upper panel) and angular
distribution parameter (lower panel) measured (open circles) and
computed in different approximations in the vicinity of the C
1s → nl excitations for the participator CH4

þðX 1t−12 Þ final ionic
state. The experimental cross section is set on absolute scale with
the help of the final theoretical result (the black solid curve),
whereas no normalization for the asymmetry parameter is
required. Calculations performed without including nuclear
motion (see the legend in the lower panel) illustrate individual
βeXðωÞ parameters for the direct (cyan dash-dot-dotted line) and
resonant (green horizontal bars) ionization channels, and for their
interference (the green dashed curve). The σXðωÞ and βeXðωÞ
computed by including the symmetric stretching mode (the blue
dash-dotted curve), as well as through the present simulation of
the excitation intensity borrowing via vibronic coupling (VC
Excitation, red short-dashed curve) and the decay rate borrowing
via vibronic coupling (VC Decay, black solid curve), are also
shown (see the upper legend and the text for details). Assign-
ments of the vibronic resonances nlν1 and nlvib (“vib” stands
for ν2–ν4) made according to Refs. [17–19] are indicated
at the top.
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transition (Direct) are shown in the lower panel of Fig. 1 by
green horizontal bars and a cyan dashed-dot-dotted hori-
zontal line, respectively. Some properties of the Rydberg
states computed in the present work are collected in Table I.
The interference between direct and resonant electronic

channels introduces a sharp energy dependence of the
computed βeXðωÞ across the position of the electronic
resonances [29,30] (Interference, green dashed curve).
Only dipole-allowed 3p, 3d, 4p, and 4d states, which fall
in the considered energy range, are clearly manifested in
βeXðωÞ, whereas dipole-forbidden 3s and 4s states are
absent. Far away from the resonances, βeXðωÞ is determined
by the direct ionization channel (cyan dashed-dot-dotted
horizontal line) and is calculated to be 1.19. Intuitively, at
the positions of the resonances, it is expected to decrease to
its purely resonant value of about 0.9. Instead of doing so,
βeXðωÞ rises significantly around each dipole-allowed res-
onance. However, this interesting computational result is in
contradiction to the present measurements. From the lower
panel of Fig. 1, it is evident that the experimental βeXðωÞ
exhibits a broad dip across the resonances.
The agreement between theory and experiment does not

improve if the symmetric stretching dynamical mode is
included in the calculations (the blue dash-dotted curves in
the figure). As expected [19], the computed σXðωÞ and
βeXðωÞ exhibit significantly more resonances since ν1 ¼ 0,
1, and 2 vibrational levels can now be excited for each
electronic state (see the assignment at the top of Fig. 1).
Nevertheless, the computed βeXðωÞ parameter still has a
counterintuitive energy dependence of a peak type.
Because of this disagreement, we performed a separate
theoretical and experimental study of a similar decay in the
Ne atom, where nuclear dynamics is naturally absent. We
thus have measured and computed σ2pðωÞ and βe2pðωÞ for
the following process:

1s22s22p6ð1SÞ þ ℏω → 1s12s22p63pð1PÞ
→ 1s22s22p5ð2PÞ þ e−ðεs=εdÞ: ð2Þ

In the calculations, we utilized the same computer codes
and working equations as with methane.
Figure 2 illustrates the very good agreement between

the presently computed (red solid curves) and measured
(open circles) angle-resolved participator Auger electron

spectrum of Ne for process (2). On the high-energy side,
experimental σ2pðωÞ and βe2pðωÞ exhibit clear signatures of
the subsequent 4p state. The latter was not included in the
present calculations. This explains the slight disagreement
between the computed and measured spectra above 868 eV.
The individual contribution of the direct (green dashed line)
and resonant (cyan dash-dotted curve) ionization channels
to σ2pðωÞ have similar magnitudes (left panel of Fig. 2).
As a consequence, the interference results in the prominent
Fano-type profile in the cross section.
The βe2p computed separately for the direct ionization

channel is equal to 0.94 (right panel of Fig. 2). The only
experimental off-resonance value known from literature is
βe2pð930 eVÞ ¼ 0.98 [44]. Both values agree very well with
the off-resonance value of 0.98� 0.08 measured in the
present work on the low-energy side of the 3p resonance.
The computed resonant value βe2p ¼ 0.90 is very close to
that of the direct ionization channels. It is in itself a very
impressive fact that the counterintuitive interference
between these two channels in Ne is also present. A very
good agreement between the theory and the experiment
seen in Fig. 2 and the similar peak-type dispersion of
βe2pðωÞ across the 3p resonance in Ne both support
reliability of the electronic ionization amplitudes computed
in the present work for CH4.
We now turn back to methane and discuss the excitation

intensity borrowing mechanism by means of vibronic cou-
pling. As discussed in Refs. [15–19], the dipole-forbidden
1sa1 → nsa1 electronic transitions are vibronically allowed

TABLE I. The presently computed properties of the C 1s−1nl
Rydberg electrons of methane (nl ¼ 3sa1, 3pt2, and 3dt2).
Listed are the one-electron energy ε, two prevailing contributions
from partial momenta jhljlij2, the oscillator strength for the
excitation σnl1s , and the partial participator Auger decay rate Γnl

X .

nl ε (eV) jhljlij2 (%) σnl1s (kb a.u.) Γnl
X (meV)

3s −3.46 99.7ðsÞ 0.3ðfÞ 0.0 8.79
3p −2.48 99.5ðpÞ 0.5ðdÞ 54.2 0.65
3d −1.67 1.8ðpÞ 97.7ðdÞ 18.1 0.27
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FIG. 2. Photoionization cross section (left panel) and angular
distribution parameter (right panel) computed (solid line) and
measured (open circles) in the vicinity of the Ne 1s → 3p
excitation for the participator Neþð2p−1Þ final ionic state (un-
resolved 2p−1

1=2;3=2 doublet). The experimental cross sections is set
on the absolute scale with the help of the present theoretical data,
whereas no normalization for the asymmetry parameter is
required. The individual contributions computed for the direct
and resonant ionization channels are also shown by broken curves
(see the legend).
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through the nsa1↔nlt2 coupling by molecular-field inter-
actions. Exact calculations of the underlying multidimen-
sional nuclear dynamics are extremely complicated [17]. For
the present purposes, it is sufficient to model a mechanism in
which the nsa1 Rydberg states borrow excitation intensity
from the npt2 and ndt2 ones. Strictly, total adiabatic wave
functions of excited states are given by combinations of the
products of the diabatic electronic and vibrational states
[2,5]. By averaging exact solutions over the nuclear coor-
dinates within the Franck-Condon region for excitation, one
can approximate adiabatic electronic wave functions of the
dipole-forbidden resonances by the following simplified
linear combinations: jNSi ¼ αjnsa1i þ γjnpt2i þ δjndt2i.
The diabatic one-electron wave functions of Rydberg states
on the right-hand side of this equation are those listed in
Table I. The mixing coefficients α, γ, δ were free parameters
in the present simulations, while energy structure of the
additionally included vibronic states ν2 − ν4 was taken from
Refs. [17–19].
Obviously, the jNSi electronic resonances acquire the

excitation probability for any nonzero mixing coefficients γ
and δ. This fact is illustrated in the upper panel of Fig. 1 by
the red short-dashed curve (VC Excitation). In this simu-
lation, we used the mixing coefficients which were opti-
mized in the final calculation (see below). The simulated
cross section σXðωÞ now exhibits distinct resonant struc-
tures around 287.0 eV and between 287.3 and 287.5 eV.
These structures are associated with the 3sðν3; ν4Þ vibronic
states [17–19] (see the assignment at the top of the figure).
In addition, the 3pðν2; ν4Þ vibronic states were analogously
included in this simulation, and they appear in the com-
puted σXðωÞ between 288.2 and 288.3 eV [17–19] owing to
the same mechanism.
Simultaneously, the new resonant structures emerge in

the computed βeXðωÞ parameter (cf. the blue dash-dotted
and red short-dashed curves in the lower panel of Fig. 1).
Importantly, in the energy range 286.5–288.0 eV, the
computed βeXðωÞ parameter exhibits now a pronounced
dip across the 3sðν3; ν4Þ resonances, which is in good
agreement with the measured βeXðωÞ dispersion.
Unfortunately, structures above the photon energy of
288.0 eV still show the peak-type dispersions of βeXðωÞ
across the nlν1 and 3pðν2; ν4Þ resonances, which is in
contradiction to the measured dispersion. Nevertheless, this
interesting result gave us an important hint for the solution
of the present problem.
We notice that the resonant βeX parameter computed for

the individual 3sðν3; ν4Þ states is equal to zero. The 3s
Rydberg electron has a rather large partial decay rate for
this participator decay channel (the last column in Table I),
which dictates this intuitively expected dip in βeXðωÞ
between 286.5 and 288.0 eV. Importantly, the presently
computed decay rate Γ3s

X is more than ten times larger than
the rates Γ3p

X and Γ3d
X . An interesting question immediately

arises. As discussed above, the nsa1 and nlt2 one-electron

wave functions are vibronically coupled by molecular-field
interactions. What happens if the 3p and 3d Rydberg
electrons borrow a small part of the partial Auger decay rate
from the 3s electron? In order to answer this question, we
additionally approximated electronic wave functions
of the dipole-allowed resonance by the following linear
combinations, jNPi¼−γjnsa1iþα0jnpt2i and jNDi¼
−δjnsa1iþα00jndt2i, and performed an optimization of
the mixing coefficients to obtain the best agreement of
the computed and measured dispersions βeXðωÞ.
Results of this final simulation are reflected in Fig. 1 by

black solid curves. The following mixing coefficients were
used in the calculations: jαj2 ≃ 89%, jγj2 ≃ 7%, and jδj2 ≃
4% for jNSi vectors; jγj2 ≃ 7% and jα0j2 ≃ 93% for jNPi
vectors; and jδj2 ≃ 4% and jα00j2 ≃ 96% for jNDi vectors.
From the lower panel of this figure, one can see that even
such relatively small admixtures of the jnsa1i states to the
dipole-allowed jnlt2i resonances change the computed
βeXðωÞ dispersions dramatically and establish very good
agreement between the present theory and the experiment.
Further improvements of the present theory would require
full multidimensional calculations of the essentially
coupled electron and nuclear dynamics in methane. As a
final point, we notice that the proposed decay rate borrow-
ing mechanism enhances the computed partial decay rates
ΓNP
X and ΓND

X (and also the respective branching ratios for
this participator decay channel) about twice. As a conse-
quence, the computed cross section significantly grows for
the photon energies above 287.5 eV (cf. the red short-
dashed and black solid curves in the upper panel of Fig. 1).
It now reproduces the presently measured relative inten-
sities of the resonances and the experimental energy
dependence σXðωÞ overall.
In conclusion, we report a joint theoretical and

experimental study of the resonant Auger decay of the
core-to-Rydberg excited CH4 and Ne and analyze the
angle-resolved participator Auger electron spectra corre-
sponding to the respective ground final ionic states
CH4

þðX 1t−12 Þ and Neþð2p−1Þ. It is demonstrated that
vibronic coupling effects, which are known to facilitate
dipole-forbidden transitions in the angle-averaged spectra
via the excitation intensity borrowing mechanism, play a
decisive role in the formation of the Auger electron angular
distributions. Specifically, the presently measured angle-
resolved spectra of CH4 cannot be interpreted theoretically
without involving the decay rate borrowing mechanism via
vibronic coupling. One may expect a similar effect of
vibronic coupling in the final ionic state CH4

þðX 1t−12 Þ on
the individual electron angular distributions for the vibra-
tionally resolved manifold of close-lying final vibrational
sublevels [13]. The presently uncovered effects are gen-
erally expected in polyatomics and solids, which makes
angle-resolved Auger spectroscopy a very sensitive tool for
accessing information on the vibronic coupling strength,
even if it is not accessible in the angle-averaged spectra.
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