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Precision measurements of superallowed Fermi β-decay transitions, particularly for the lightest
superallowed emitters 10C and 14O, set stringent limits on possible scalar current contributions to the
weak interaction. In the present work, a discrepancy between recent measurements of the 10C half-life is
addressed through two high-precision half-life measurements, via γ-ray photopeak and β counting, that
yield consistent results for the 10C half-life of T1=2 ¼ 19.2969� 0.0074 s and T1=2 ¼ 19.3009� 0.0017 s,
respectively. The latter is the most precise superallowed β-decay half-life measurement reported to date and
the first to achieve a relative precision below 10−4. A fit to the world superallowed β-decay data including
the 10C half-life measurements reported here yields bF ¼ −0.0018� 0.0021 (68% C.L.) for the Fierz
interference term and CS=CV ¼ þ0.0009� 0.0011 for the ratio of the weak scalar to vector couplings
assuming left-handed neutrinos.
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The standard model (SM) description of weak inter-
actions involves an equal mixture of vector (V) and axial
vector (A) currents that maximizes parity violation, com-
monly referred to as the “V − A” theory. Additional
couplings naturally arise in theories beyond the SM and
must be measured, or constrained, by experiments.
Searches for such “exotic” couplings are performed in
both high-precision low-energy nuclear and neutron
β-decay experiments, and at energy frontier particle
colliders, often with complementary sensitivities to differ-
ent components of the non-SM interactions [1].
Precision low-energy measurements of superallowed

Fermi β decays [2] between nuclear isobaric analogue
states with spin-parity Jπ ¼ 0þ and isospin T ¼ 1 currently
provide the most stringent limit on the Fierz interference
term bF, which, under the assumption of a time-reversal
invariant coupling to left-handed neutrinos ðCS ¼ C0

SÞ, is
related to the ratio of weak scalar to vector couplings as
bF ¼ −2CS=CV [3]. The presence of a scalar interaction
would remove the constancy of the “corrected” ft values,
denoted F t [2], for the superallowed decays of different
nuclei enforced by the conserved vector current hypothesis
[4] through the introduction of an additional term to the
integrand of the β-decay phase-space integral f. This
additional term has the form ð1þ bFγ=WÞ, where W is

the total positron energy in electron rest mass units and
γ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − ðαZÞ2
p

, with Z the atomic number of the daugh-
ter nucleus and α the fine structure constant [5]. As the
β-decay Q values, and hence the mean positron energies,
for the superallowed emitters increase monotonically with
Z, it is the lightest superallowed emitters, 10C and 14O, that
have the largest values of hW−1i and thus the greatest
sensitivity to a possible weak scalar current contribution.
The superallowed β decay of 14O has been the subject of
intense study in recent years, with new measurements of all
three of the quantities required to determine the exper-
imental ft value, namely, the half-life [6], QEC value [7],
and branching ratio [8]. For 10C, a precise determination of
the superallowed QEC value through modern Penning trap
mass measurements has been performed [9]. The precision
of the challenging 10C superallowed branching-ratio meas-
urement is, however, dominated by two experiments from
the 1990s [10,11], and there is also a significant disagree-
ment between the two most recent, and precise, measure-
ments of the 10C half-life [12,13]. In the present work, we
address the latter issue and discuss its impact on the scalar
current limits set by the superallowed Fermi β-decay data.
As shown in Fig. 1, half-life measurements for 10C have

a somewhat checkered history. Although several of the
earlier, and less precise, measurements are no longer
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included in modern evaluations [2], the unfortunate sit-
uation remains that the two most recent, and precise,
measurements, T1=2 ¼ 19.310� 0.004 s [13] and T1=2 ¼
19.282� 0.011 s [12], show very poor agreement, with a
χ2 ¼ 5.7. In the most recent survey of the world super-
allowed data, which retains only the four most precise
measurements shown in Fig. 1, the inconsistency in the 10C
half-life measurements led to the adoption of a world
average value of T1=2ð10CÞ ¼ 19.3052� 0.0071 s [2], with
a significantly inflated uncertainty, as shown by the solid
bar in Fig. 1. The “unsatisfactory” [12] situation is further
illustrated by the ideograph for the four most precise 10C
half-life measurements shown in Fig. 1, which reveals two
distinct peaks. Because of the low Q value for the 10C
superallowed decay, and hence its high sensitivity to a
potential scalar current contribution, the half-life of 10C has
a significant impact on the determination of bF from the
superallowed data. While the recent survey of the world
superallowed data [2] included 222 measurements of
comparable precision, the difference in the 10C half-life
between the two peaks of the ideograph shown in Fig. 1
would, by itself, shift the central value of the Fierz
interference term determined from the entire world super-
allowed data set by more than half of its quoted uncertainty.
An accurate, and precise, determination of the 10C half-life
is thus critical to the limits on bF set by the superallowed
data. In this Letter, we address this issue through two new,
and independent, measurements of the 10C half-life via γ-
ray photopeak and β counting, the latter representing the
most precise superallowed β-decay half-life measurement
reported to date and the first to achieve a relative precision
better than 10−4.
The two experiments were performed at TRIUMF’s

Isotope Separator and Accelerator (ISAC) facility [19].

A 14 μA beam of 480 MeV protons from TRIUMF’s main
cyclotron was incident on a composite NiO=Ni target with
a thickness of 23.8 g=cm2Ni and 3.2 g=cm2 O. The spalla-
tion products subsequently diffused from the target and
were ionized with a forced electron beam induced arc
discharge ion source [20]. A high-resolution mass separator
was then used to select a singly ionized radioactive beam of
either molecular 10C16Oþ (A ¼ 26) with an average yield
of 1.5 × 105 s−1 or atomic 10Cþ (A ¼ 10) with an average
yield of 2.5 × 104 s−1, which were delivered to the exper-
imental facilities at an energy of 20.4 keV.
The first experiment was performed with the 8π γ-ray

spectrometer, an array of 20 high-purity germanium
(HPGe) detectors [21,22]. The A ¼ 26 molecular radio-
active beam was delivered to the 8π spectrometer and
implanted into the thick (9.4 μm) Al layer of an aluminized
Mylar tape at the center of the spectrometer. Measurements
were performed in cycles composed of 9 s of background
counting, a “beam-on” period of 60 s during which a
10C16O sample was accumulated in the tape, followed by a
decay period of approximately 500 s (≈25 10C half-lives)
during which the decay activity was measured, with the
radioactive beam deflected after the mass separator.
Following the decay, the tape was moved from the center
of the array into a box shielded by a lead wall in order to
remove any potential long-lived contaminants. The cycle
was then repeated. Approximately 10 such measurement
cycles composed a “run,” after which electronic settings,
such as the HPGe spectroscopy amplifier shaping times or
fixed system dead times, were modified and a new run was
started.
In the 8π experiment, the 10C half-life was measured by

selecting the characteristic 718-keV γ ray that follows
100% of 10C β decays by requiring the detection of this γ
photopeak in the high-resolution HPGe detectors. Special
care was taken to ensure that the effects of both system dead
time and pileup in the HPGe detectors were taken into
account as described in Ref. [23]. Following the inspection
of each individual cycle, the pile-up and dead-time cor-
rected data were summed for each run and the total activity
within the 718-keV photopeak gate was fit to a function that
included the integral over each time bin of an exponential
10C decay, with free initial activity and half-life, as well as a
constant background component, using a Poisson log-
likelihood function in a Levenberg Marquardt χ2 minimi-
zation method [24]. The run-by-run half-lives and the
resulting fit to the summed global data set during the
beam-off decay period are shown in Fig. 2, and yield
T1=2 ¼ 19.2969� 0.0052ðstatÞ s with a χ2=ν ¼ 1.19.
Possible contributions within the 718-keV photopeak

gate arising from contaminants in the A ¼ 26 beam were
carefully considered and upper limits set on each such
contaminant were found to have negligible impact on the
deduced 10C half-life compared to the statistical uncertainty

FIG. 1. Previous 10C half-life measurements as reported in
Ba09 [12], Ia08 [13], Ba90 [14], Az74 [15], Ro74 [16], Ba63
[17], and Ea62 [18]. The solid curve is an ideograph representing
the sum of normal curves from the four most precise measure-
ments [12–15], yielding the adopted world average [2] shown by
the gray band.
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quoted above. These included (i) 26Na (T1=2 ¼ 1.07128�
0.00025 s [24]), for which the absence of the 1809-keV γ
ray from 26Na decay in the data from the initial beam-on
period set very stringent limits on its contribution to the
spectrum, (ii) 26mAl (T1=2 ¼ 6346.02� 0.54 ms [2,25]),
which does not emit γ radiation but could make a
contribution to the γ-ray spectrum at 718 keV due to
bremsstrahlung from the stopping of the 26mAl decay
positrons, alone or in coincidence with the positron
annihilation radiation, for which a dedicated β counting
measurement with the mass separator retuned for the
26mAl mass showed no evidence, and (iii) 13N
(T1=2 ¼ 9.9670� 0.0037 min [26]), which also does not
emit γ radiation but was observed in the β counting
experiment as an A ¼ 26 molecular beam contaminant
(likely as 13N2 or H12C13N, either of which would not be
separated from 10C16O by the mass separator), but for
which a GEANT4 simulation of the bremsstrahlung pro-
duction and annihilation radiation indicated an expected
contribution of less than two counts within the 718-keV γ
ray gate in the entire experiment.
To further investigate potential rate-dependent effects, a

channel chop analysis was performed in which the data

from leading channels were removed and the remaining
data refit. The procedure was repeated until the data from
approximately 3 half-lives were removed. No statistically
significant change in the 10C half-life was observed.
Finally, sources of systematic uncertainties were con-

sidered by searching for any statistically significant
changes in the 10C half-life under the different experimental
running conditions. Grouping the data according to the
different experimental conditions indicated in Fig. 2(b)
resulted in a χ2=ν ¼ 1.01 for the different amplifier shaping
times and a χ2=ν ¼ 2.01 for the different system dead
times. Although a χ2=ν ≥ 2 is expected 13% of the time for
2 degrees of freedom, we follow the conservative con-
vention of the Particle Data Group [27] and scale the
statistical uncertainty by the largest

ffiffiffiffiffiffiffiffiffi

χ2=ν
p

¼ ffiffiffiffiffiffiffiffiffi

2.01
p

. The
final 10C half-life values from the γ-ray photopeak counting
experiment is thus

T1=2ð10CÞγ ¼ 19.2969� 0.0074 s: ð1Þ

The second experiment was performed using both
10C16O molecular and 10C atomic radioactive beams
delivered to a second experimental station which houses
a 4π continuous-flow gas proportional counter that detects
β particles with near 100% efficiency [28]. The beam was
implanted under vacuum into the thick (17.2 μm) Al layer
of an aluminized Mylar tape [28]. Following implantation,
the sample was first allowed to “cool” for 6–44 s in order to
limit the maximum rate in the gas counter to ≲14 kHz
(≲10 kHz for the majority of the running time). The tape
was subsequently moved to position the sample at the
center of the 4π gas counter where the activity was
measured for approximately 500 s. As a systematic check,
two different gas counters with different voltage plateau
regions of 2700–2800 and 2400–2600 V were used at
different stages of the experiment. During the decay period,
the amplified and discriminated pulses from the gas counter
were fanned to two LeCroy 222N gate-and-delay gener-
ators, enforcing two different fixed and nonextendible
dead times, measured to be 3.0039� 0.0079 and 4.0127�
0.0080 μs, respectively, by the source-plus-pulser tech-
nique [29]. The dead-time-affected data from the two gate-
and-delay generators were simultaneously multiscaled in
two multichannel scalars, with channel dwell times that
were varied between 1.0 and 1.4 s. The tape was then
moved into a tape disposal box in order to remove any long-
lived contaminants, and the cycle was repeated.
A single contaminant, identified as 13N, was measured in

the A ¼ 26 molecular beam and was included as a
component in the fitting procedure with free initial activity
and fixed half-life [26]. A sample decay curve as well as the
run-by-run half-lives are shown in Fig. 3. A total of 83
different runs were taken in which experimental conditions
were varied before the start of each new run, including the
discriminator threshold, the detector bias voltage, the dwell
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FIG. 2. (a) The summed pile-up and dead-time corrected data
(black) and the best fit (red) from the γ-ray counting experiment.
(b) The run-by-run 10C half-life determinations. The blue,
magenta, and black data points correspond to applied dead times
of 40 μs, 27 μs, and variable, respectively, and the circles,
squares, and triangles correspond to shaping times of 0.5, 1.0,
and 2.0 μs, respectively.
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time, the initial 10C activity, the atomic 10C or molecular
10C16O radioactive beam, and the two separate gas coun-
ters. The systematic groupings for each of these parameters
are shown in Fig. 4. Since there is no grouping with

χ2=ν > 1, the statistical uncertainty is inflated by
ffiffiffiffiffiffiffiffiffi

χ2=ν
p

¼
ffiffiffiffiffiffiffiffiffi

1.02
p

obtained from the 83 run-by-run half-lives, resulting
in no change in the quoted uncertainty.
Additionally, the 13N half-life and the measured dead

times were varied within their�1σ limits to determine their
effect on the deduced half-life. Although no change in the
10C half-life is obtained when the 13N half-life is varied,
varying the dead times did add an additional uncertainty of
0.0004 s. This is included as a systematic uncertainty;
however, when added in quadrature with the statistical
uncertainty, no change is obtained. Including all of the
aforementioned systematic uncertainties, the deduced 10C
half-life is

T1=2ð10CÞβ ¼ 19.3009� 0.0017 s: ð2Þ

This represents the single most precise superallowed half-
life measurement reported to date.
An updated ideograph of the 10C half-life measurements

including the β and γ-ray counting measurements reported
here is shown in Fig. 5 and represents a significant
improvement in the confidence that should be placed in
this important half-life compared to the prior situation
depicted in Fig. 1. The six most precise half-life measure-
ments shown in Fig. 5 give χ2=ν ¼ 1.90 and, following the
procedures of Ref. [5] for scaling of the uncertainty, result
in a new world-average half-life for 10C of T1=2 ¼
19.3015� 0.0025 s. Including this updated 10C half-life,
as well as recent improvements in the 14O superallowed
QEC value [7] and branching ratio [8], the reciprocal of the
corrected F t values for the 14 precisely determined super-
allowed decays [2] are plotted versus γhW−1i in Fig. 6. The
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slope of this plot yields bF ¼ −0.0018� 0.0021, including
a small systematic uncertainty contribution from the
transition-dependent radiative corrections [2], and remains
fully consistent with the absence of weak scalar currents,
yielding CS=CV ¼ þ0.0009� 0.0011 under the
assumption of left-handed neutrinos. The reduction in
the uncertainty on bF from the value of �0.0026 that
has been reported in all surveys of the superallowed data for
the past decade [2,5] results primarily from the recent
reduction in the 14O superallowed F t-value uncertainty
[7,8], while the high-precision 10C half-life measurements
reported here resolve the possibility of a significant (∼0.5σ)
shift in the central value of bF raised by the inconsistencies
in the previous 10C half-life measurements shown in Fig. 1.
Further improvements in bF from the superallowed β-decay
data will require a higher-precision branching-ratio meas-
urement for 10C [10,11] and/or improvements in the
nuclear-structure-dependent theoretical corrections [2,30],
which now dominate the uncertainties in the F t values for
all of the other 9 superallowed decays with experimental ft
values determined to better than �0.15%.
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