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We show that, in an intense laser field, ultrafast photoionization can occur through quantum pathways
that cannot be categorized as multiphoton ionization or ground-state tunneling. In this regime, the subcycle
electron-wave-packet dynamics leading to photoionization occurs via electron excited states, from where
the electrons tunnel to the continuum within a tiny fraction of the field cycle. For high field intensities, this
ionization pathway is shown to drastically enhance the dynamic leakage of the electron wave packet into
the continuum, opening an ionization channel that dominates over ground-state electron tunneling.
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Field-induced ionization is oneof thekeyeffects in strong-
field laser-matter interactions. In a broadly accepted intui-
tively appealingmodel, photoionization is viewed as a result
of direct electron transitions from the electronground state to
the continuum [1–5]. As shown in the seminal work by
Keldysh [1], this model gives a convenient closed-form
expression for thephotoionization rate, providing auniversal
framework for the description of both multiphoton and
tunneling regimes of photoionization [Fig. 1(a)] and offering
a powerful tool for practical calculations. Over almost five
decades, this model, originally intended for continuous-
wave fields [1], has been pivotal to ultrafast laser science,
providing a universal framework for a quantitative analysis
of ionization in a remarkable diversity of phenomena,
including laser-induced breakdown [6,7] and high-order
harmonic [8,9] and terahertz [10–12] generation, as well
as filamentation of ultrashort light pulses [13,14].
However, as rapidly progressing laser technologies enable

the generation of extremely short high-intensity optical
waveforms [15,16], allowing time-resolved studies on an
unprecedentedly short time scale [17–22], photoionization
theories need to explain the details of field-induced ioniza-
tion dynamics within the field cycle. Several approaches
have been developed to address this problem. In the context
of high-order harmonic generation, Lewenstein et al. [2]
have developed an instructive path-integral approach to the
analysis of tunneling electron trajectories in the presence of a
high-intensity ultrashort driving pulse. Ammosov, Delone,
and Krainov [5], as well as Yudin and Ivanov [23], have
derived physically insightful closed-form cycle-averaging-
free procedures for an approximate analysis of electron
tunneling on the subcycle time scale. These single-bound-
state theories of photoionization help identify new field-
cycle-sensitive phenomena in electron tunneling [17,24,25]
and develop novel experimental methods for all-optical
detection of electron tunneling dynamics [26,27].
A fundamental issue that remains unresolved in these

theories is related to the role of excited electron bound
states in ultrafast photoionization dynamics. In experiments

with many-cycle laser pulses, electron bound states show
up as resonant features in the spectra of photoelectrons
[28,29] and nonlinear-optical signals [30]. As the driver
pulse width becomes shorter, approaching the field cycle,
these features become less pronounced [31]. However,
electron bound states, as we will show below in this work,
continue to play a significant role, enhancing nonlinear-
optical interactions. While the experimental work spanning
over three decades [28–30,32] provides strong evidence for
the significance of excited-state dynamics for nonlinear
optics in fast-ionizing media, most of the photoionization
theories include only one (most of the time, ground) bound
electronic state, treating photoionization as a transition of
an electron from this bound state to the continuum.
As we show below in this Letter, the dynamic description

of field-induced ionization on the ultrafast time scale is
incomplete unless the dynamics of electron excited states is
included in the model. We demonstrate that, for extremely
short and intense laser pulses, photoionization can no
longer be categorized into a multiphoton process and

FIG. 1. Laser-induced ionization: (a) multiphoton and tunneling
ionization in a standard model of photoionization including only
one bound state and (b) photoionization through tunneling from
excited states. The attractive potential of the atomic core, UðzÞ, is
modified by the laser field E, giving rise to a potential barrier
UðzÞ − eEz of finite width. The electron wave function ψðzÞ can
now leak through this barrier. Excited bound states open additional
pathways for this tunneling process. The jψðzÞj2 profiles are shown
in different colors. Vertical arrows show transitions coupling the
ground state to excited states and the continuum.
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ground-state tunneling [Fig. 1(a)]. Instead, the subcycle
electron-wave-packet dynamics leading to photoionization
occurs via electron excited states, from where the electrons
tunnel to the continuum within a tiny fraction of the field
cycle [Fig. 1(b)]. For high field intensities, this ionization
pathway is shown to dominate over the tunneling of
ground-state electrons.
Our analysis of photoionization is based on the time-

dependent Schrödinger equation (TDSE) for the wave
function ψð~r; tÞ (~r is the radial coordinate and t is the
time) in the presence of a driver field, which is assumed to
be linearly polarized along the z axis and have a Gaussian
envelope EðtÞ ¼ E0 exp ð−t2=τ2Þ cos ðω0tÞ. The TDSE is
solved on a spatial grid using a modified fourth-order
Crank-Nicholson propagator [33]. At the initial moment of
time, the quantum system is assumed to be in the 1s ground
state of a hydrogen atom. The driver pulse width is set equal
to τ ¼ 10=ω0.
We represent the length-gauge solution to the TDSE as a

sum

ψð~r; tÞ ¼ ψbð~r; tÞ þ ψfð~r; tÞ

¼
XN
n¼1

Xn−1
l¼0

αn;lðtÞψn;lð~rÞ þ ψfð~r; tÞ ð1Þ

of negative- and positive-energy terms, ψbð~r; tÞ and
ψfð~r; tÞ, corresponding to the bound and free (continuum)
states of an electron [34,35], respectively, with ψn;lð~rÞ
being the orthonormalized eigenfunctions of the stationary
Schrödinger equation for a hydrogen atom.
The probability to find an electron in a bound state with

quantum numbers n and l is then given by jαn;lðtÞj2 ¼
j RV ψn;lð~rÞψð~r; tÞd~rj2. The ionization probability, that is,
the probability to find an electron in the continuum,
referred to hereinafter as the continuum population, at
the instant of time t is found as CðtÞ ¼ R

V jψfð~r; tÞj2d~r.
As everyone’s gold standard for a single-bound-state

model of photoionization, we use the Keldysh length-gauge
formulation of strong-field approximation (SFA), treating
photoionization as a direct transition of a ground-state
electron with charge e to a Volkov-type continuum state
(see, e.g., canonical texts of Refs. [1–5,36,37] for a review).
Such an approach gives

CðtÞ¼
Z

japðtÞj2d~p

¼
Z ����− i

ℏ

Z
t

−∞

�Z
V
ψ�
pð~r;t0ÞeEðt0Þzψ ið~r;t0Þd~r

�
dt0

����
2

d~p;

ð2Þ

where ψ ið~r; tÞ ¼ ψ0ð~r; tÞ ¼ ψ0ð~rÞ exp ðiIpt=ℏÞ, ψ0ð~rÞ
is the wave function of the initial state, Ip is the
ionization potential, and ψpð~r; tÞ ¼ ð2πÞ−3=2 expfi½ð~π · ~rÞ−

R
t
0 j~πj2=2medτ�=ℏg is the Volkov wave function with
~πðtÞ ¼ ~p − e

R
t
−∞ Eðt0Þdt0.

Figures 2(a)–2(c) present the buildup of the continuum
population CðtÞ induced by an ultrashort laser driver calcu-
lated with the use of the TDSE and the standard, single-
bound-state SFA model of Eq. (2) for different intensities I0
of the driver field. In Figs. 2(d) and 2(e), we compare TDSE
simulations with the predictions of Eq. (2) for the continuum
population in the wake of the driver pulse. For low peak
intensities I0 of thedriver field [I0 < 1 TW=cm2], the single-
bound-state SFA model, as can be seen from Figs. 2(a)
and 2(d), agrees verywell with TDSE simulations. However,
for high field intensities [starting with approximately
1 TW=cm2], the single-bound-state SFA model is seen to
systematically underestimate the continuum population
[Figs. 2(b), 2(c), and 2(e)]. Specifically, in the range of

FIG. 2. (a)–(c) Continuum population buildup induced by an
ultrashort driver pulse (shown by the dash-dotted line) with the
central wavelength with λ0 ¼ 0.8 μm and peak intensity I0 ¼ 1

(a), 50 (b), and 200 TW=cm2 (c) calculated through a numerical
solution of the TDSE (blue line) and by using the standard,
single-bound-state SFA model of Eq. (3) (green line) and
modified SFA of Eqs. (4) and (5) with N ¼ 2 (red line) and
N ¼ 3 (violet line). (d),(e) Continuum population as a function of
the peak intensity of the pulse driver calculated through a
numerical solution of the TDSE (blue line) and by using the
standard SFA model of Eq. (3) (green line) and modified SFA of
Eqs. (4) and (5) with N ¼ 2 (red line) and N ¼ 3 (violet line).
(f) Populations of the first six (n ¼ 2;…; 7) electron excited
states

P
n−1
l¼1 jαn;lðtÞj2 within a half-cycle of the driver field

calculated for λ0 ¼ 0.8 μm and I0 ¼ 200 TW=cm2 using the
TDSE (solid lines) and the modified SFA of Eqs. (4) and (5) with
N ¼ 3 (dashed lines).
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driver intensities from 30 to 200 TW=cm2, the photoioni-
zation yield predicted by the single-bound-state SFA is an
order of magnitude lower than the photoionization yield in
TDSE simulations [see Figs. 2(c) and 2(d)].
Wewill show now that the dynamics of the electron wave

function on the field-subcycle time scale is the key to
understanding the difference in the predictions of a sin-
gle-bound-state model and TDSE. The maps of the prob-
ability density jrψð~r; tÞj2 calculated using the TDSE and the
single-bound-state model of Eq. (2) are shown in Figs. 3(a)
and 3(b), respectively. The one-dimensional cuts of these
maps along the z axis are presented in Figs. 3(c) and 3(d).
The difference in the subcycle quantum dynamics predicted
by the TDSE and the single-bound-state SFA model is
striking. As can be seen in Figs. 3(a) and 3(b), at the initial
phase of the TDSE wave-packet dynamics, the laser field
tends to drive the electron wave packet away from the center
of the potential well toward the potential barrier, enhancing
the right peak of the wave packet [at t ¼ T0=8, T0=4, and
3T0=8 in Fig. 3(c), T0 being the field cycle], thus increasing
the leakage of the electron wave function through the
potential barrier. In the single-bound-state SFA model,

this effect is, however, much less pronounced [cf.
Figs. 3(a) and 3(c) and 3(b) and 3(d)], since the electron
wave packet in this model shows little dynamics beyond the
spatial profile dictated by the stationary ground-state eigen-
function ψ0. As a result, the photoionization yield in this
model is much less than the photoionization yield predicted
by the TDSE.
TDSE simulations confirm that a high-intensity ultra-

short driver pulse indeed efficiently populates excited states
[Fig. 2(f)]. The electrons promoted to excited bound states
probe a potential barrier of smaller height and width
compared to the potential barrier probed by ground-state
electrons [Fig. 1(b)]. This opens an additional photoioni-
zation pathway, as sketched in Fig. 1(b), which can be
much more efficient than photoionization due to direct
transitions from the ground state to the continuum
[Fig. 1(a)].
The field at which tunneling via excited states starts to

dominate photoionization from the ground state can be
roughly estimated as the field that suppresses the potential
barrier for the first excited bound state, jEsj ¼ πϵ0e−3U−1,
where U is the ionization potential of the first excited state.
For a hydrogen atom U ¼ Ip=4, this estimate gives
jEsj ≈ 2 × 109 V=m, which corresponds to a field intensity
Is ≈ 0.5 TW=cm2. This estimate agrees well with simu-
lations in Fig. 2(d), where the result calculated with the use
of the modified SFA with N ¼ 2 starts to noticeably
deviate from the single-bound-state SFA photoionization
rate for field intensities above 0.5 TW=cm2. For argon,
U ≈ 4.2 eV, we find jEsj ≈ 3.1 × 109 V=m and Is≈
1.3 TW=cm2.
To quantify the role of excited states, we modify the

SFA approach by replacing the ground-state wave
function ψ0ð~r; tÞ in the definition of ψ ið~r; tÞ in Eq. (2)
by an appropriate superposition wave function
reflecting the contribution of excited electron states
ψbð~r; tÞ. Substituting Eq. (1) into the TDSE iℏ _ψð~r; tÞ ¼
ðĤ0 þ ĤintÞψð~r; tÞ, where Ĥ0 is the field-free Hamiltonian
and Ĥint ¼ −eEðtÞz, using a standard SFA assumption that
the atomic core has no effect on the continuum states,
multiplying the resulting equation by ψn;lð~rÞ, and integrat-
ing it in space, we find that the amplitudes αn;lðtÞ in this
superposition can be found from the equation

ℏ
∂αn;l
∂t ¼ Enαn;lðtÞ − eEðtÞ

XN
n1¼1

Xn1−1
l1¼0

Zn;l
n1;l1

αn1;l1ðtÞ

−
Z
V
ψn;lð~rÞeEðtÞzψfð~r; tÞd~r; ð3Þ

where Zn;l
n1;l1

¼ R
V ψn;lð~rÞzψn1;l1ð~rÞd~r.

The continuum population is then written as

FIG. 3. Spatial maps of the probability density jrψð~r; tÞj2
calculated using the TDSE (a) and the single-bound-state SFA
model of Eq. (3) (b) for λ0 ¼ 0.8 μm and I0 ¼ 200 TW=cm2 at
different instants of time within the field half-cycle. (c),(d) One-
dimensional cuts of the probability density calculated using the
TDSE (c) and the single-bound-state model of Eq. (2) (d) for λ0 ¼
0.8 μm and I0 ¼ 200 TW=cm2 at different instants of time
measured in units of the field cycle T0. The electron wave
function calculated with the use of the modified SFAwith N ¼ 3
is shown by the dashed line. The potential of the atomic core
modulated by the driver field is shown by shading.
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~CðtÞ¼
Z

j ~apðtÞj2d~p¼
Z ����−iℏ

Z
t

−∞

�Z
V
ψ�
pð~r;t0ÞeEðt0Þ

�XN
n¼1

Xn−1
l¼0

αn;lðt0Þðzψn;l−
XN
n1¼1

Xn1−1
l1¼0

Zn;l
n1;l1

ψn1;l1

���
dt0

����
2

d~p: ð4Þ

The standard SFA model is recovered by setting N ¼ 1 in
Eqs. (3) and (4).
As can be seen from Fig. 2(f), the modified SFA model

of Eqs. (3) and (4) with N ¼ 3 accurately reproduces the
results of TDSE simulations for the populations of the
electron excited states within a half-cycle of the driver field.
The full wave function of an electron in the modified SFA is
given by Eq. (1) with ψfð~r; tÞ ¼

R
~apðtÞψpð~r; tÞd~p. With

N ¼ 3, this modified SFA wave function, as can be seen
from Fig. 3(c), accurately reproduces the results of TDSE
calculations for the electron wave packet in a hydrogenlike
system driven by a laser field with I0 ¼ 200 TW=cm2.
The continuum populations calculated by solving the

TDSE and by using the modified SFA approach are
compared in Figs. 2(a)–2(c). For low field intensities
[I0 < 1 TW=cm2], the contribution of excited states is
small. In this regime, the standard, single-bound-state
SFA model, which is equivalent to the modified SFA with
N ¼ 1, provides a reasonable agreement with TDSE
simulations [cf. blue and green curves in Figs. 2(a) and
2(d)]. For higher driver intensities [I0 > 1 TW=cm2 in
Figs. 2(b)–2(e)], populations in excited states are no longer
negligible [Fig. 2(f)], and photoionization through excited
states becomes significant. In this regime, the standard SFA
model fails to accurately describe the continuum popula-
tion [cf. blue and green curves in Figs. 2(b)–2(e)]. The
modified SFA model, on the other hand, can still accurately
reproduce TDSE simulations.
For field intensities 1 TW=cm2 < I0 < 200 TW=cm2,

the first excited state, i.e., the state with n ¼ 2, acquires the
largest population among all the excited states [Fig. 2(f)]. In
this range of driver field intensities, the modified SFA
model with N ¼ 2 provides a reasonably accurate descrip-
tion of CðtÞ as a function of time and driver intensity I0
[cf. blue and red curves in Figs. 2(b), 2(d), and 2(e)], which
confirms that, in this range of field intensities, of all the
excited states, the first excited state (n ¼ 2) plays the most
significant role in the photoionization process. Moreover,
within a broad range of driver intensities, a two-step
photoionization [Fig. 1(b)] through this state, as can be
seen from Figs. 2(c)–2(e), dominates the overall yield of
photoionization.
For driver intensities above 200 TW=cm2, predictions

of the modified SFA model with N ¼ 2 start to
noticeably deviate from TDSE results [blue and red curves
in Figs. 2(c) and 2(e)], indicating a significant role of
photoionization through the second excited state (n ¼ 3).
Indeed, with this state included in Eqs. (3) and (4), where N
should now be taken equal to 3, modified SFA calculations,

as can be seen in Figs. 2(c) and 2(e), agree very well with
TDSE simulations.
To directly quantify the contribution of nonadiabatic

processes [38,39], the photoionization dynamics was ana-
lyzed using the adiabatic representation [40]. The results of
these calculations [41]were found to agreeverywellwith the
results of TDSE and modified SFA calculations, deviating
very significantly from the results of single-state SFA
calculations. These findings show that, within the range of
parameters considered in thisLetter, nonadiabatic transitions
canaccount fornomore thana fewpercent of thediscrepancy
between the single-state SFA and modified SFA [41].
Direct experimental detection of electron tunneling via

excited bound states is challenging, as it requires a time-
resolved study of excited-state dynamics on the subcycle
time scale. Still, the recently developed laser instruments
and methodologies [44,45] could help to confront this
challenge. With a few-cycle infrared laser driver inducing
ultrafast photoionization in an atomic gas, a subfemto-
second XUV pulse, generated, e.g., using the technology
developed in Ref. [46], could serve as an ultrafast probe,
transferring transient populations from excited bound states
to the continuum, thus giving rise to well-resolved peaks in
photoelectron spectra. The amplitudes of these peaks
measured as functions of the delay time between the
XUV probe and the infrared driver [41] would then reflect
the population dynamics of electron excited states.
In summary, we have shown that, in an intense laser field,

ultrafast photoionization can occur through quantum path-
ways that cannot be categorized asmultiphoton ionization or
ground-state tunneling. In this regime, tunneling from
excited electron states can dominate over ground-state
tunneling, drastically enhancing photoionization and modi-
fying its dynamics. Themodified SFA approach proposed in
this work accurately reproduces the predictions of TDSE
within a broad range of field intensities. This suggests a
convenientwayof accurately includingexcited-statedynam-
ics into models of nonlinear processes in extended media,
such as filamentation of ultrashort laser pulses, as well as
optical-harmonic and terahertz generation, without the need
to solve the TDSE at each point along the propagation path.
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