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The thermonuclear 30Pðp; γÞ31S reaction rate is critical for modeling the final elemental and isotopic
abundances of ONe nova nucleosynthesis, which affect the calibration of proposed nova thermometers
and the identification of presolar nova grains, respectively. Unfortunately, the rate of this reaction
is essentially unconstrained experimentally, because the strengths of key 31S proton capture resonance
states are not known, largely due to uncertainties in their spins and parities. Using the β decay of 31Cl,
we have observed the β-delayed γ decay of a 31S state at Ex ¼ 6390.2ð7Þ keV, with a 30Pðp; γÞ31S
resonance energy of Er ¼ 259.3ð8Þ keV, in the middle of the 30Pðp; γÞ31S Gamow window for peak nova
temperatures. This state exhibits isospin mixing with the nearby isobaric analog state atEx ¼ 6279.0ð6Þ keV,
giving it an unambiguous spin and parity of 3=2þ and making it an important l ¼ 0 resonance for proton
capture on 30P.
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Inside meteorites retrieved on Earth’s surface, grains have
been found that exhibit isotopic abundances inconsistent
with Solar System abundances. It is believed that these
grains predate the formation of our Solar System; such
“presolar grains” [1] likely condensed in the outflows of
various stellar sources [2]. Through the study of the isotopic
composition of this stardust, a unique branch of astronomy
has been developed [3,4]: In-laboratory analysis techniques
such as laser ablation and resonant ionization mass spec-
trometry yield information about the stellar, chemical, and
nuclear processes occurring inside extreme astrophysical
environments. However, a grain’s stellar origin must first be
determined by comparing its measured isotopic ratios with
those predicted by astrophysical models.
For example, dust grains are known to condense in the

outflows of classical novae [2]. These thermonuclear
explosions, occurring on the surfaces of hydrogen-
accreting white-dwarf stars in binary systems [5], are
crucibles for nucleosynthesis up to A ∼ 40. Compared to
models for other explosive astrophysical scenarios, the
nuclear-physics aspects of nova models are relatively well
understood, because most of the essential thermonuclear
reaction rates are based on experimental information [6].
However, nucleosynthesis predictions from current

hydrodynamic models of oxygen-neon novae are highly
uncertain [2,7], because the rate of a single reaction,
30Pðp; γÞ31S, is essentially unconstrained experimentally.
In fact, the 30Pðp; γÞ31S reaction rate commonly employed
is derived from the theoretical Hauser-Feshbach statistical
model [8], which is not expected to be accurate at nova
temperatures for light nuclides such as 31S, with relatively
low densities of states in the region of interest. The reaction,
which is governed by a number of resonances in the region
within ≈600 keV above the proton emission threshold
(Sp ¼ 6131 keV [9,10]) at peak nova temperatures of
0.1–0.4 GK, is a potential bottleneck in the series of proton
captures and β decays that characterize nova nucleosyn-
thesis. 30Pðp; γÞ31S competes with the β decay of 30P to
30Si (T1=2 ¼ 2.5 min), thereby affecting the final abun-
dance ratio 30Si=28Si and the interpretation of the origins of
candidate presolar nova grains based on that ratio [2]. If the
30Pðp; γÞ31S reaction rate were known, it could also be used
to calibrate so-called nova thermometers [11], relationships
between model peak temperatures in ONe novae, and
corresponding simulated elemental abundances that may
be compared to abundance observations.
Since sufficiently intense radioactive 30P beams are not

yet available for direct measurements of proton captures
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into the resonant states that govern the reaction rate,
indirect methods must be used to populate these important
states and measure their properties. Various experimental
probes that have been used in the past include the single-
neutron transfer reactions 32Sðp; dÞ31S [12], 32Sðd; tÞ31S
[13,14], and 32Sð3He; αÞ31S [15], in-beam γ-ray spectros-
copy measurements of the 12Cð20Ne; nγÞ31S [16,17],
28Sið4He; nγγÞ31S [18,19], 24Mgð16O; ααnγÞ31S [20,21],
16Oð16O; nγÞ31S [22], and 12Cð20Ne; nγÞ31S [23] reactions,
two measurements of the 31Pð3He; tÞ31S reaction
[13,24,25], and two 31Cl β-decay experiments [26,27].
Although it is believed that most of the relevant levels

have been populated experimentally [28,29], the spin and
parity assignments for most of these levels are uncertain
and, in many cases, discrepant [19,25,29,30]. For each of
these resonances, spin and parity are needed to determine
the resonance strength, which in turn determines the rate of
proton capture to that resonance. Thus, unambiguous spins
and parities of resonances in the region of interest are
critical for evaluating the 30Pðp; γÞ31S reaction rate, pre-
dictions of the final abundances of classical nova ejecta, the
origin of presolar nova grains, and peak nova temperatures.
The β decay of 31Cl preferentially populates Jπ ¼

ð1=2; 3=2; 5=2Þþ states, including the 1=2þ and 3=2þ
states populated by l ¼ 0 proton capture on the Jπ ¼ 1þ
30P nucleus. These l ¼ 0 resonances can have relatively
large resonance strengths, since there is no centrifugal
barrier impeding proton capture. The 31Cl β-decay experi-
ments to date [26,27] have used both β-delayed proton and
γ decay through 31S to yield information about astrophysi-
cally relevant states. Despite the relatively low rate of 31Cl
production and limited ability for γ-γ coincidence gating in
Ref. [27] (and no ability for coincidences in Ref. [26]), both
experiments have resulted in the identification of new
transitions or levels in 31S; in fact, the isospin T ¼ 3=2
isobaric analog state (IAS) of the 31Cl ground state was first
definitively identified in Ref. [26] using 31Cl β-delayed γ
decay. However, a comparison to shell-model calculations
reveals that there are potentially important Jπ ¼ ð1=2; 3=2;
5=2Þþ levels that have not yet been observed in the β decay
of 31Cl.
In the present work, we report results from a 31Cl β-

delayed γ-decay experiment using a method similar to
Ref. [31] with significantly improved sensitivity in com-
parison to Refs. [26,27]. An intense (maximum 9000 pps),
pure (95%) beam of fast 31Cl ions was produced at
the National Superconducting Cyclotron Laboratory
(NSCL) at Michigan State University using fragmentation
of a 150- MeV=u, 75-pnA 36Ar primary beam from the
Coupled Cyclotron Facility incident upon a 1627- mg=cm2

Be transmission target. Beam purification was accom-
plished both by magnetic rigidity separation using the
A1900 fragment separator [32] and a 145 mg=cm2 Al
wedge and by time-of-flight separation using the Radio

Frequency Fragment Separator (RFFS) [33]. Two 300-μm-
thick Si detectors approximately one meter upstream of the
experimental setup were lowered periodically into the beam
for particle identification purposes. The main beam con-
taminants were the radioisotopes 24Na (∼2%) and 29P
(∼1.5%), with a very small amount of stable 28Si and other
lighter ions. The beam was implanted into a 25-mm-thick
plastic scintillator optically coupled to a photomultiplier
tube. Implantations and subsequent β decays were detected
using the scintillator. β-delayed γ rays were detected using
the Yale Clovershare array: nine high-purity Ge “clover”
detectors of four crystals each, surrounding the scintillator
in two rings of four each, with the ninth detector on the
beam axis centered behind the scintillator. Signals from all
36 clover crystals, the scintillator, and the Si detectors
were processed using the NSCL digital data acquisition
system [34].
In order to facilitate energy and efficiency calibrations,

an additional secondary beam of 99% pure 32Cl was
produced using the same primary beam and Al wedge,
but with different A1900 and RFFS settings. Each clover
crystal was energy-calibrated using well-known 32Cl
β-delayed γ-ray peaks up to 7.2 MeV [35]. This calibration
was applied to a set of 31Cl spectra acquired shortly after
the 32Cl spectra, and energy values for the strongest 31Cl
peaks were determined. These peak energies were then
used to calibrate and gain-match the entirety of the 31Cl
data by treating small portions at a time. The calibration
was checked and verified using an independent cascade-
crossover calibration method [36] utilizing only low-energy
31Cl β-delayed γ-ray peaks. Systematic uncertainties were
approximated by using deviations from literature values of
several well-known room background lines and variations
in the excitation energies determined using the cascade-
crossover method. Systematic uncertainty values were
0.2 keV for Eγ < 2.7 MeV, 0.3 keV for 2.7 MeV <
Eγ < 4.8 MeV, and 0.6 keV for Eγ > 4.8 MeV.
To perform a relative efficiency calibration for the clover

array, the γ-ray spectrum of a 152Eu calibration source was
recorded to produce a relative efficiency curve up to
1400 keV. A similar curve was also generated using the
well-known relative intensities of peaks in the 32Cl data
[35,37] from 1547 keV to 7 MeV. The 152Eu curve was then
extrapolated to 1547 keV and the 32Cl curve was scaled to
match, producing a continuous relative efficiency curve up
to 7 MeV. Systematic uncertainties in the relative efficien-
cies included a flat uncertainty of 0.7% at all energies based
on variations in the peak-fitting procedure, an uncertainty
of 0.2% for Eγ < 1547 keV from the 152Eu data, a flat
uncertainty of 1.4% for Eγ > 1400 keV from the uncer-
tainty in the extrapolation of the 152Eu data, and the energy-
dependent uncertainty envelope values above 1547 keV in
Ref. [35]: 0.4% for 1.5 MeV < Eγ < 3.5 MeV, 1% for
3.5 MeV < Eγ < 5 MeV, and 5% for Eγ > 5 MeV.
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To reduce the room background, a cumulative β-
coincident γ-ray spectrum was produced by requiring
coincidences with scintillator events, including β decays,
in a 1 μs software gate. Five of the 36 clover crystals were
found to have impractically large gain and resolution drifts,
so the data from these crystals were discarded. Thanks to the
overall purity of the 31Cl beam, only minimal contributions
from beam contaminants were observed. The ratio of
scintillator-gated peak intensity to ungated peak intensity
for 18 peaks spanning the γ-ray energy spectrum was found
to have a constant value of 80.6(7)% for 31Cl, showing that
the β particle detection efficiency of the scintillator was
effectively independent of the β end-point energy. The high
statistics acquired combined with the high granularity of the
Clovershare array also enabled the observation of β-γ-γ
coincidences, which helped to interpret the decay scheme.
Samples of the β-γ and β-γ-γ spectra are shown in Fig. 1.
γ-ray energies and intensities were determined by fitting

peaks in the β-coincident γ-ray spectrum using an expo-
nentially modified Gaussian effective response function.
The peak width and decay constant describing the peak
shape were parametrized as a function of energy following
Ref. [38], ensuring a monotonic variation of peak shape
over the 7-MeV range where peaks were fit. In the γ-ray
spectrum (Fig. 1), we observed photopeaks corresponding
to transitions from three populated 31S states in the
region of interest, including the known Jπ ¼ 1=2þ state
at 6255.0(6) keV, the known Jπ ¼ 3=2þ; T ¼ 3=2 IAS at
6279.0(6) keV, and a state at 6390.2(7) keV. No transitions
were observed from states in the excitation energy region
between 6390 and 7000 keV. Six transitions from the state
at 6390 keV were identified in the β-γ spectrum, and all five
to excited states were confirmed using β-γ-γ coincidences
(Fig. 1). A partial decay scheme is shown in Fig. 2. The
energies and intensities of these transitions are reported in
Table I.
Because the Si detectors used for particle identification

were not permanently inserted into the beam, normalizing
the β feedings of 31S to the total number of implanted 31Cl
ions was not the most accurate method available. Instead, to
calculate the β feeding for each 31S level populated in the
decay of 31Cl, the relative intensity of γ-ray transitions
feeding the level (which for the IAS and the level at
6390 keV was zero) was first subtracted from the relative
intensity of γ-ray transitions deexciting the level. Then, a
7(2)% β feeding of the 31S ground state following Ref. [26],
a 1.4(6)% β-p and β-α branch based on improvements
to the value in Ref. [26] by Ref. [27] and shell-model
calculations, and a 0.5(5)% estimate of unseen γ branches
based on shell-model calculations were adopted. Using this
sum of 8.9(22)% for unobserved β feeding, the β feeding of
the observed levels was normalized to the remaining total
of 91.1(22)%, and the absolute intensities of the γ-ray
transitions were determined by normalizing to the β
feedings. The β feeding of the IAS was thus calculated

to be Iβþ ¼ 18.69� 0.02ðstatÞ � 0.89ðsysÞ%, while the β
feeding of the state at 6390 keV was calculated to
be Iβþ ¼ 3.38� 0.01ðstatÞ � 0.15ðsysÞ%.
The β feeding and γ branching of the 6390-keV state do

not correlate to any state predicted by our shell-model
calculations utilizing the universal sd-shell version B
(USDB) [44] model. Furthermore, only the Fermi transition
to the IAS would be expected to have such a high β feeding
at such a high excitation energy, so the possibility of isospin
mixing between the state at 6390 keV and the IAS was
considered. Ordinarily, the strength of the Fermi transition
BðFÞ is only nonzero for the transition to the IAS, and in
the case of the transition to the IAS from the T ¼ 3=2; Tz ¼
−3=2 31Cl ground state, BðFÞ ¼ Z − N ¼ 3, given that
Z > N. However, for the states at 6279 and 6390 keV,
using the calculated β feedings and a Q value based on the
31Cl mass measured in Ref. [39] produces total transition
strengths of B6279 ¼ 2.4ð1Þ and B6390 ¼ 0.48ð3Þ. The
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FIG. 1. Selected portions of the β-coincident γ-ray spectrum
[black (blue online) line] showing transitions from the 6279- and
6390-keV 31S states to the ground state and first two excited
states (Jπ ¼ 1=2þ; 3=2þ; 5=2þ, respectively). The bottom two
panels also show β-γ-γ spectra [gray (green online) line] with
additional coincidence conditions on the 1248- and 2234-keV γ
rays, respectively. Other photopeaks observed from the β decay
of 31Cl are marked with black circles. Double escape peaks are
marked with double asterisks.
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inflated transition strength to the level at 6390 keV, the
reduced strength to the IAS, and their sum of 2.9(1) are
evidence that the Fermi transition is split via isospin mixing,
primarily between these two states. By adopting a two-state

mixing formalism [40], we deduce an empirical isospin-
mixing matrix element of 41(1) keV and an unperturbed
level spacing of 74(2) keV. Furthermore, we deduce the
wave function of the 6390-keV level jΨ6390i ¼ 0.913jT ¼
1=2i − 0.408jT ¼ 3=2i. Recently, strong isospin mixing of
a T ¼ 3=2 IAS and a T ¼ 1=2 state was observed in the fp
shell [40], and the present work constitutes the first
observation of this kind of mixing in the sd shell besides
the controversial A ¼ 23 case [40–42]. The presently
observed isospin mixing could also help to explain the
recently reported breakdown of the isobaric multiplet mass
equation for the A ¼ 31; T ¼ 3=2 quartet [39].
The empirical isospin-mixing values deduced were

compared with shell-model calculations that accounted
for the mixing of the IAS with all states. With the
USDB-cdpn Hamiltonian used in Ref. [29], as shown in
Table I of [29], there is a triplet of 3=2þ levels with energies
of 6205 (T ¼ 1=2), 6382 (T ¼ 1=2), and 6520 keV
(T ¼ 3=2) (the energies in Table I of [29] are shifted down
by 240 keV compared to those obtained with USDB-cdpn).
The isospin-mixing matrix elements are 35 and 12 keV for
the first and second of these T ¼ 1=2 states, respectively.
To test the sensitivity of the Hamiltonian, we repeated the
USD fit of Ref. [43] but using only excitation energies
(excluding binding energies). The root-mean-square
deviation of 122 keV between theoretical and experimental
energies for this fit, called universal sd-shell version E
(USDE), is similar to that obtained for USDB (126 keV).
The USDE result for 31S is a triplet of 3=2þ states with
energies of 6095 (T ¼ 1=2), 6184 (T ¼ 3=2), and
6375 keV (T ¼ 1=2). The isospin-mixing matrix elements
are 30 and 27 keV for the first and second T ¼ 1=2 states,
respectively. Based on the values of the excitation energies
and matrix elements for these 3=2þ states predicted by
USDB and USDE and the theoretical uncertainties implied
by their differences, the theory is consistent with the
present experimental result.
The experimental results show that the isospin mixing of

the IAS is dominated by the 6390-keV state. The best
experimental candidate for the other T ¼ 1=2; Jπ ¼ 3=2þ
level in the triplet predicted by the shell-model calculations
is at 5890 keV [18,19], and it has an observed β feeding of
0.27(2)%. These values are consistent with the shell-model
calculations within theoretical uncertainties. The relatively
small β feeding and the relatively large energy difference of
this level from the IAS render its isospin mixing with the
IAS negligible for the purposes of the present work.
The isospin mixing of the IAS and the state at 6390 keV

provides a strong, unambiguous constraint on the spin
and parity of the 6390-keV state, requiring Jπ ¼ 3=2þ.
This spin and parity make this state an important l ¼ 0

resonance for 30Pðp; γÞ31S proton capture, located at
Er ¼ 259.3ð8Þ keV, in the heart of the Gamow window
for peak nova temperatures. A spectroscopic factor of
0.0087 was calculated for the unmixed state using

TABLE I. Energies and intensities of 31ClðβγÞ31S γ-ray tran-
sitions from the 6279-keV IAS and the state at 6390 keV to other
31S states. The reported intensities are per 100 β decays, and the
energies have been corrected for nuclear recoil.

Ei (keV) Ef (keV) Etrans (keV) Iγ (%)

6390.2(7) 0.0 6390.2(6) 0.18(2)
1248.4(2) 5141.7(6) 0.37(3)
2234.1(2) 4156.1(3) 1.51(7)
3076.4(3) 3313.7(3) 0.40(2)
3283.8(3) 3106.4(3) 0.73(3)
4207.7(3) 2182.6(3) 0.21(1)

6279.0(6) 0.0 6278.0(6) 3.2(3)
1248.4(2) 5030.6(6) 1.9(2)
2234.1(2) 4044.9(3) 11.3(5)
3076.4(3) 3202.4(4) 0.081(6)
3283.8(3) 2995.2(3) 1.15(5)
3434.9(3) 2844.0(4) 0.084(6)
4085.4(8) 2192.7(3) 0.110(8)
4207.7(3) 2071.2(2) 0.58(3)
4519.6(4) 1759.1(3) 0.072(7)
4717.7(3) 1561.1(3) 0.104(7)
4866.2(6) 1412.9(3) 0.082(6)

FIG. 2. A simplified 31Cl decay scheme focusing on the 31S
levels at 6279 (IAS) and 6390 keV. The gray (blue online) vertical
arrows indicate previously unobserved transitions. Energies and
intensities for these transitions are listed in Table I.
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USDE and scaled down by the square of the T ¼ 1=2
component amplitude (0.9132 ¼ 0.83) to account for the
isospin mixing, leading to a proton-decay partial width
Γp ¼ 36 μeV. This value, combined with the 3=2 spin of
the resonance, gives a 30Pðp; γÞ31S resonance strength
ωγ ¼ 24 μeV.
The ratio of the 30Pðp; γÞ31S thermonuclear reaction

rate calculated at peak nova temperatures using only the
6390-keV resonance to the total Hauser-Feshbach rate [8]
is plotted in Fig. 3. Because of the mixing with this T ¼
1=2 state, the 6280-keV IAS also makes a small but non-
negligible contribution to the rate, which is also plotted in
Fig. 3. The ratio of the 6390-keV state contribution
approaches 50% of the total rate, indicating that this single
resonance is very important to the overall 30Pðp; γÞ31S
resonant capture rate calculation. It is now the most
important 30Pðp; γÞ31S resonance with an unambiguous
spin and parity identification and, hence, a meaningful
estimate of the resonance strength. Conveniently, the strong
population of this resonance in the β decay of 31Cl enables
measurements of the proton branching ratio, which would
yield an experimental value for the resonance strength
when combined with measurements of the lifetime. The
relatively large resonance strength may also make this
resonance accessible by direct measurements with 30P
beams in the future.
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