
Consistent Treatment of Hydrophobicity in Protein Lattice Models Accounts
for Cold Denaturation

Erik van Dijk,1,2,* Patrick Varilly,1,† Tuomas P. J. Knowles,1,‡ Daan Frenkel,1,§ and Sanne Abeln2,∥
1Department of Chemistry, University of Cambridge, Cambridge CB2 1EW, United Kingdom

2Centre for Integrative Bioinformatics (IBIVU), Vrije Universiteit, De Boelelaan 1081A, 1081 HV Amsterdam, Netherlands
(Received 24 July 2015; published 16 February 2016)

The hydrophobic effect stabilizes the native structure of proteins by minimizing the unfavorable
interactions between hydrophobic residues and water through the formation of a hydrophobic core.
Here, we include the entropic and enthalpic contributions of the hydrophobic effect explicitly in an implicit
solvent model. This allows us to capture two important effects: a length-scale dependence and a
temperature dependence for the solvation of a hydrophobic particle. This consistent treatment of the
hydrophobic effect explains cold denaturation and heat capacity measurements of solvated proteins.
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The stability of the native state ofmost proteins is typically
dominated by interactions between amino acids and through
the hydrophobic effect. The direct amino-acid interactions
can be attributed to van derWaals and electrostatic forces that
aremainly enthalpic in nature. By contrast, hydrophobicity is
an interaction emerging from the collective behavior of
the solvent and the side chains, and is entropy dominated
[1–5] at room temperature for small solutes. The enthalpic
amino acid interactions remain relatively constant over the
temperature range of interest, while the magnitude of the
hydrophobic effect changes with temperature [2,4].
In principle, all-atom simulations could be used to disen-

tangle the role of entropy and enthalpy in protein folding.
However, fully atomistic simulations are neither simple, nor
cheap—in fact, at present, such simulations are only feasible
for studying the folding of relatively small proteins.
Moreover, a numerical studyof the stability of various protein
structures would require simulations over a range of temper-
atures. Earlier studies [6–11] have shown that a temperature-
dependent hydrophobic collapse (rather than folding) can be
observed in a strongly coarse-grained model for small, two-
dimensional protein chains. Three-dimensional models have
shown similar results for homopolymers [11] and peptides
[12]. However, these models do not fully capture folding
specificity for proteins. In a recent model that does incorpo-
rate folding specificity [13], two specific proteins were
investigated and a linear correction was added to incorporate
the temperature dependence of the hydrophobic effect [14].
In this Letter, we present an extension of the classic

protein lattice model first introduced in Ref. [15]. The
classic model correctly reproduces the ability of proteins to

fold into a unique native structure, and it exhibits denatu-
ration upon heating due to chain entropy alone. Interactions
between amino acids are estimated through the frequency
of occurrence of close contacts in experimental protein
crystal structures [16]. In the Miyazawa and Jernigan (MJ)
potential, the interactions are, strictly speaking, free ener-
gies that have both entropic and enthalpic components.
However, in most coarse-grained simulations, these effec-
tive potentials are treated as temperature-independent
enthalpies [17–23]. Therefore, they do not model the
temperature dependence of the interactions correctly.
In order to model the temperature dependence of the

hydrophobic effect, we use an extension of the MJ potential
that includes specific solvent-amino acid interaction terms
[21]. The derived potential is based on a representative
subset of the protein database (PDB) [24]. The hydrophobic
effect is volume dominated at small length scales and
surface dominated at large length scales. Our model
consistently treats this length-scale dependence by dynami-
cally classifying residues into three categories: buried,
protein surface, and fully solvated. This categorization
allows us to capture the length-scale dependence of the
hydrophobic effect according to the Lum-Chandler-Weeks
(LCW) theory [1,25]. Our model aims to reproduce the
variation in temperature dependence for different length
scales of hydrophobic solutes using these implicit sol-
vent terms.
For each residue category, the hydrophobe-water inter-

action is estimated by a second-order Taylor approximation
to the free energy of transfer of hydrophobic particles from
an oily environment to water (see Fig. 1). We use this model
to investigate three effects that are often associated with the
temperature dependence of the hydrophobic effect. First,
denaturation upon cooling, or “cold denaturation.” Cold
denaturation conflicts with the classical view of an entropi-
cally favorable state and an enthalpically favorable native
state. Second, the structural characteristics of the cold
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denatured state. Third, the temperature dependence of the
heat capacity. Using differential scanning calorimetry [26],
the heat capacity of the system can be calculated as
CP ¼ ðdQ=dTÞP;N . The heat capacity of the system is
commonly used as a well-defined experimental observable
to characterize the thermodynamics of the folding transition.
We simulate a protein consisting of 80 residues with

Monte Carlo sampling using a classic lattice model to
investigate the effect of the entropic contribution of the
hydrophobic potential. To model the effective potential for
hydrophobe–water interactions, we introduce the following
temperature-dependent term for the surface residues (s) and
the fully hydrated residues (h)

Fhydr ¼ −αsNsðT − T0;sÞ2 − αhNhðT − T0;hÞ2; ð1Þ
describing second order approximations to the theory of
the hydrophobic effect [2,5] for both groups. Here,Ns is the
number of hydrophobic residues on the surface, Nh is the
number of hydrophobic residues that are fully hydrated and
T is the temperature in reduced units. The temperature
dependence of the fully hydrated (αh, T0;h) and surface
(αs, T0;s) residues are set using Ref. [5] [see Fig. 1(a)]. In
our lattice model, we define a residue that is fully hydrated
as having at least four sides exposed and for a residue that is
partially solvated as having at least one, and no more than
three sides exposed to the solvent. Fitting the expression in
Eq. (1) to the results [2] from the LCW theory yields αs ¼
3.0 and T0;s ¼ 0.41 for the surface term and αh ¼ 7.0 and
T0;h ¼ 0.49 for the volume solvation term. This assumes
that, for the temperature dependence, all amino acids have
the same size, while in practice, the volume of amino acids
can vary from 75 to 240 Å [27]. To test the sensitivity of
our model to this assumption, we performed simulations

with three different potentials: a temperature independent
potential (αs ¼ αh ¼ 0), a temperature dependent potential
(parameters given above), and a strongly temperature
dependent potential, corresponding to amino acids that
are 15% larger (αs ¼ 4.5 and αh ¼ 11.5) (derivation shown
in Supplemental Material sections “Derivation temperature
dependent potential” and “Approximation of hydrophobic-
ity parameters”) [28].
First, we probe the folding specificity of this model. The

lattice model we use here is sequence dependent. In other
words, random sequences will typically not fold into a
stable structure, whereas designed sequences do so with a
high specificity [17–19,21,29–31].
The number of native contacts (Nint) is used as an order

parameter for the specificity of protein folding. We define a
protein to be folded when Nint > 75. The fraction of the
simulation spent in this folded state is defined as PFold. For
the purpose of this Letter, umbrella sampling [32] alone is
sufficient to sample the configurational space of interest.
Figure 2(a) shows that, for all potentials, the protein folds
(PFold > 0.5) at intermediate temperatures and denatures
(PFold < 0.5) at high temperatures. This is consistent with
the view of the high-entropy denatured state caused by the
chain entropy. For a well-designed protein, the stability of
the protein simulated with a temperature-independent
potential is a strictly decreasing function of the temper-
ature, since the native state is optimized to be the lowest
enthalpy state.
Only the strongly temperature-dependent potential repro-

duces cold denaturation as well as heat-induced denatura-
tion, see black curve in Fig. 2(a). A very similar folding
curve has been observed experimentally for a mutant of cold
shock protein Csp [33]. The simulated configurational
ensemble of the folded state also includes a small fraction
of denatured states (0.20 < T < 0.37) as observed in the
experiment. Note that Csp, likemost proteins, does not show
cold denaturation above the freezing point of water.
However, statistical investigation has shown that the
temperature has a measurable influence on the propensity
of hydrophobic amino acids to be buried [34]. This is
similar to our observation that proteins become less
stable at lower temperatures, but do not denature, for a
lower value of the temperature dependence. (Fig. 2,
green line).
The structural characteristics of the model were inves-

tigated by exploring the free energy landscapes of native
contacts (Nint) and internal contacts between residues
(Cint); the latter are used as a measure of compactness.
At T ¼ 0.375, slightly below the transition temperature
(T ¼ 0.42), two distinct states can be observed, one where
the protein is specifically folded (Nint > 75), and one in
which the protein is mostly unstructured (Nint < 25), with a
clear barrier separating the two states [Fig. 2(c)]. Note that
the sequence has been designed to fold in this exact
structure with 97 native contacts (see Methods in
Supplemental Material [28]).

(a) (b)

FIG. 1. Comparison between lattice model and LCW theory for
a polyphenylalanine hydrophobic chain. (a) The chemical
potential for a fully extended chain as a function of temperature
(blue lines), and the chemical potential for a compacted chain,
which we approximate as a 10 Å sphere (red lines). The dashed
lines indicate the approximation made by our lattice model, while
the solid lines indicate the theoretical predictions from LCW
theory [1,2]. (b) The distinction between surface and fully
solvated residues in our model. The blue line shows the potential
for the fully solvated residues (corresponding to the residues
colored blue), and the red line shows the surface potential
(corresponding to the residues colored red).
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Comparing Figs. 2(b) and 2(d), it becomes apparent that the
cold denatured state has more residual structure than the heat
denatured state. The cold denatured configurational ensemble
at T ¼ 0.125 shows a structure that is compact with approx-
imately two thirds of the native contacts present, similar to
experimental NMR observations of pressure-assisted cold
denaturation [35], urea-assisted cold denaturation [36], and
cold denaturation for a protein that was destabilized by a
mutation [37]. Note that, for some disordered proteins, the
radius of gyration decreases as the temperature increases
[38,39]. This is most likely due to interactions involving
charged residues, which play a larger role in disordered
proteins. Notably, the λ repressor, which is the most hydro-
phobic protein in the dataset investigated in Ref. [38], does
show a reexpansion at temperatures higher than 319 K [38].
In addition to the structural characteristics, our model

allows us to investigate the role of the hydrophobic effect in
the thermodynamics of protein folding. We start by inves-
tigating the heat capacity of folding. Note that the simu-
lations are performed at constant volume, while the

experiments are done at constant pressure. However, the
difference is negligible for the system in consideration due
to the low compressibility of water [40] (see Supplemental
Material [28] for more detail). In order to calculate the heat
capacity (CV in our model) for the temperature-dependent
potential, we need to separate the expected enthalpy hEi
from the entropic part of the hydrophobic potential, Fhydr
(see Supplemental Material [28]). In a finite system, a
phase transition is usually characterized by a sharp peak in
the heat capacity that can be observed experimentally [41].
For the temperature-independent potential, we observe only
a single peak at the folding transition [Fig. S3(a) [28]]. In
contrast, the heat capacity of the temperature dependent
potential shows two peaks, one for cold induced denatura-
tion and one for heat induced denaturation [Fig. S3(b)
[28]]. Another interesting observation is a linear temper-
ature dependence of the heat capacity in the temperature
range where no phase transition is occurring [Fig. 3(a)].
The slope or the linear increase in the baseline of the heat
capacity has been investigated in Refs. [42–46]. In the

(a)

(b) (c) (d)

FIG. 2. Temperature-dependent folding stability and structure. The folded state has 97 native contacts. (a) The probability for the
model protein to be in the folded state versus temperature, with α ¼ 0 (red line), the temperature dependent potential (green line), and a
simulation where the temperature dependence is multiplied by 1.5 (black line). The 95% confidence interval is indicated by the shaded
area. (b)–(d) Free energy landscapes for the number of native contacts (Nint) and all internal contacts (Cint) for the simulations with a
strong temperature dependence at (b) low temperature (T ¼ 0.175), (c) intermediate temperature (T ¼ 0.375), and (d) high temperature
(T ¼ 0.475). For the strong temperature dependent potential, the protein denatures at low temperatures, with many exposed
hydrophobic amino acids. However, this denatured structure is a lot more compact than the heat denatured protein, and there are less
native contacts present. At intermediate temperatures the protein has the highest stability in its folded configuration (indicated by the
arrow) where Nint ¼ Cint ¼ 97. At high temperatures, the protein makes only transient contacts.

PRL 116, 078101 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

19 FEBRUARY 2016

078101-3



context of the current model, we can understand the linear
T dependence of the heat capacity in terms of the exposed
hydrophobic groups. Assuming a constant hydrophobe-
water contact area and neglecting entropic contributions
other than the hydrophobe-water contact area, we can
derive a simple lower bound for the heat capacity (see
Supplemental Material [28] for derivation)

CVðTÞ ¼ ð2αsNs þ 2αhNhÞT; ð2Þ
whereNs is the number of hydrophobic amino acids that are
at the surface, and Nh the number of hydrophobic amino
acids that are fully hydrated. This simple calculation yields a
lower bound for the heat capacity in regions where no
folding transition occurs, as indicated by the dotted lines in
Fig. 3(a). Here, we estimateNs andNh for the folded regime
from the number of exposed hydrophobes in the native
structure (Ns ¼ 13, Nh ¼ 0). The difference between the
lower bound shown in Fig. 3(a) and the simulated results is
likely due to the chain entropy in the native ensemble. This is
supported by the results from the temperature independent
potential [see, also, Fig. S3(a) [28]].
Equation (2) has additional consequences that can be

verified experimentally. Initially, as a consistency check, it
is easy to see that, from Eq. (2), we can recover the well-
known relationship between the change in heat capacity,
ΔCV and the change in hydrophobic surface area upon
folding at a given temperature T, e.g., Refs. [47,48]. We can
go further, however, and probe the derivative of the heat
capacity with respect to the temperature ðdCV=dTÞ, as
shown by the dotted lines in Fig. 3(a). Our analysis in
Eq. (2) predicts that this slope itself is proportional to the
exposed hydrophobic surface area (corresponding to Nh in
the model) in a given state.

To test this prediction, we compared the heat capacity
slopes for folded proteins tabulated in Ref. [42] with the
level of exposed hydrophobic surface area in the corre-
sponding folded structures obtained with [49]. We find a
strong correlation (R2 ¼ 0.77) between the slope of the
heat capacity and the exposed hydrophobic surface area
[see Fig. 3(b)], further supporting the temperature depend-
ence of the hydrophobic effect as a key mechanism
underlying the linear increase of the heat capacity.
Previously, a higher slope for DNA-binding proteins has

been observed when compared to globular proteins of the
same size, see also Supplemental Material Fig. 2, and
Refs. [28,42,50,51] was rationalized through the flexibility
of DNA-binding domains [42,51]. The results suggest that
the increased slope of the heat capacity may be explained
solely by a higher exposed hydrophobic surface area.
Hence, the strong correlation between the slope of the
heat capacity and the exposed hydrophobic surface area for
all proteins may be explained by a consistent treatment of
hydrophobicity alone (see Fig. S2 [28]). This does not,
however, preclude a possible correlation between the
flexibility and the amount of exposed surface area.
To conclude, we have presented an extension for a coarse-

grained lattice model by including a temperature-dependent
hydrophobic term in the interaction potential. The combi-
nation of the coarse-grained steric model and the potential
ensures appropriate contributions of the solvent-residue and
internal contacts. This allows us to separate chain entropy
from the solvent entropy. An effective quadratic potential is
applied to account for the temperature dependence of the
hydrophobic effect. Simulating the model, we observe cold
denaturation for realistic parameter settings, suggesting that
the hydrophobic effect is the key component in cold
denaturation. In addition, we find that the simulated cold
denatured state is more compact than the heat denatured
state; this is in agreement with experimental observations.
Moreover, the model is able to reproduce the characteristic
experimental heat capacity curves for protein folding.
Starting from the temperature dependent potential, we

derive a simple relation that approximates the heat capacity
baseline of the native state of the protein. This relation is
tested for a set of real proteins, where we do, indeed, find a
correlation between the hydrophobic surface area and the
slope of the heat capacity. Hence, our model seems to make
accurate predictions for thermodynamic behavior of real
proteins. Additionally, the developed relation can poten-
tially be used to calculate an accurate baseline for proteins
with a known structure.
The interaction potential is based on a representative set of

the protein database, PDB-25 [24], and holds some biases
towards rigid and soluble proteins, since they are easier to
crystallize (see Supplemental Material [28] for further dis-
cussion). The cubic lattice model also has some limitations:
secondary structure can not be modeled explicitly, nor is
there sufficient molecular detail to predict the true fold of a
protein sequence. However, we stress that the use of our

(a) (b)

FIG. 3. Heat capacity versus temperature. (a) The heat capacity
for the fitted potential as calculated by CV ¼ ðdE=dTÞ, corre-
sponding to the green line in Fig. 2(a), shows a linear increase in
the heat capacity with respect to temperature. Our model suggests
that the slope of this baseline, which is a lower bound for the heat
capacity, should correlate with the amount of hydrophobic
surface area. (b) The slope of the heat capacity ðdC=dTÞ, shows
a strong correlation with the exposed hydrophobic surface area in
real protein structure as predicted by our model. Two indicative
protein structures, with PDB codes 1J46 and 2ZTA are shown
with the hydrophobic and hydrophilic amino acids colored
yellow and blue, respectively.
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coarse-grainedmodel is not onlymotivated by considerations
of computational cost. Rather, the use of simple, coarse-
grained models allows us to reveal the minimal physical
ingredients that a model needs to account for cold
denaturation.
The temperature-dependent potential developed here is

applicable to other (off-lattice) coarse-grained models with
implicit solvent-side chain interactions, e.g., Refs. [20,52,53].
The protocol for calculating the heat capacity from a temper-
ature-dependent potential, can be applied to any effective
potential with a closed form expression that is continuous and
differentiable with respect to β ¼ ð1=kBTÞ. Furthermore, the
addition to the lattice model itself will enable investigation of
temperature dependence of protein aggregation building on
previous studies [19,22,54].
The software used to run the simulations are available

in Ref. [55].
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