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Our recently discovered electrical doping technique allows a broad-range variation of carrier
concentration without changing the chemical composition. We show that it is possible to induce
superconductivity in a nondoped insulating sample and to tune it reversibly all the way to an overdoped
metallic state. This way, we can investigate the whole doping diagram of one and the same sample. Our
study reveals two distinct critical points. The one at the overdoped side is associated with the onset of the
pseudogap and with the metal-to-insulator transition in the c-axis transport. The other at optimal doping is
associated with the appearance of a “dressed” electron energy. Our study confirms the existence of multiple
phase transitions under the superconducting dome in cuprates.
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High-temperature superconductivity in cuprates appears
upon the doping of a parent Mott insulator. With increasing
doping, cuprates evolve from insulators to poorly metallic
materials with a persisting pseudogap (PG) [1–8] in an
underdoped state, to strange metals with non-Fermi liquid
behavior at optimal doping, and finally to conventional
metals with a low Tc in an overdoped state. Understanding
the corresponding evolution of the electronic system is
important to understanding not only unconventional super-
conductors but also a broad range of other strongly
correlated materials.
Of particular interest is the underdoped state character-

ized by a coexistence of various competing orders. Such
competition often leads to quantum phase transitions,
which are considered to be essential for unconventional
superconductivity [9,10]. However, the position and the
possible nature of such transitions, as well as their role for
superconductivity in cuprates, are still under debate. To a
large extent this is connected to problems in the interpre-
tation of the pseudogap, which can be connected with
various phenomena: short-range antiferromagnetism [3],
orbital magnetism [11], stripes [12], charge or spin density
waves [13], quadrupole-density waves [10], pair density
waves [14,15], crystal lattice reconstruction [16], Fermi
surface reconstruction [17], and a precursor superconduc-
tivity state [18,19]. Investigation of the doping diagram
should allow for the distinction of different pseudogap
scenarios [2] (for further discussion, see the Supplemental
Material [20]). Unfortunately, different doping diagrams
have been deduced from different experiments. This may
indicate either that there are multiple coexisting phenomena
or that there are technique-specific artifacts and sample-to-
sample variations. Therefore, one would ideally like to
investigate the whole doping diagram using the same
sample and technique.

In this Letter we study the doping diagram of
Bi2Sr2CaCu2O8þδ (Bi-2212) cuprates using intrinsic tun-
neling spectroscopy [8,48–50]. We employ our recently
discovered electrical doping by current injection (I doping)
[51–53] for in situ changing of the carrier concentration.
This allows reversible tuning of the doping state between
nondoped insulating and overdoped metallic states. This
way, we analyze the doping diagram using one and the
same sample. The high precision of doping allows us to
suggest two distinct critical points at rather different energy
scales.
We study two types of microstructures made of Bi-2212

single crystals. Sample fabrication and experimental details
can be found elsewhere [6,20,51,53]. The two types of
samples have their advantages and disadvantages. Zigzag
structures [see Fig. 1(a)] allow accurate measurements of
c-axis characteristics, without spurious contributions from
the contacts, but they are prone to self-heating. Small mesas
[see Fig. 1(b)] have good thermal anchoring but inevitably
include a deteriorated surface layer. Comparison of the two
types of structures allows for the exclusion of possible
artifacts. We present data for three batches of crystals.
Zigzag and mesa structures are made from two different
batches with optimal Tc of ≃91 and ≃82 K, respectively.
We also make a comparison with oxygen (O)-doped
Bi2Sr2Ca1−xYxCu2O8þδ crystals [Bi(Y)-2212] with an
optimal Tc ≃ 95 K.
Application of a large bias ∼2–3 V to a microstructure

leads to a gradual change of the doping state [51,52]. The
corresponding electric field E≳ 108 V=m is comparable—
or even exceeds—values achievable during electrostatic
doping with ferroelectric [54] or ion-liquid [55–57] gates.
The phenomenon may be due to the electrostatic charging
of insulating BiO layers, resulting in a floating gate effect
[51], or to charge transfer at a characteristic energy ∼1 eV
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[52], as in the case of photodoping [58,59]. The doping
state can be increased or decreased reversibly by changing
the bias conditions [51–53]. Unlike the ordinary field
effect, I doping changes not only the surface layer but
also the whole volume of the microstructure. Since the
sample is remaining in a cryostat without exposure to
oxygen, I doping is not associated with changes of the
chemical composition.
Figure 1(c) shows the temperature dependence of zero-

bias resistance RðTÞ for a zigzag structure after sequential
I-doping steps. The initial state is insulating. Doping leads
to a decrease of resistance and to the appearance of
superconductivity. With further doping, Tc is increasing
up to a maximum and then starts to decrease, indicating that
the structure becomes overdoped. Upon doping, the resis-
tance decreases by several decades and changes the T
dependence from semiconductor type to metallic, consis-
tent with its behavior upon oxygen doping [49,60].
Figure 1(d) shows low-bias sections of current density

versus voltage (J − V) characteristics of mesa 1 after
subsequent I-doping steps. It starts with an underdoped
state (p≃ 0.12, the black curve) and ends with an over-
doped state (p≃ 0.176, the olive curve). The mesa contains

N ¼ 22 intrinsic junctions. Branches due to one-by-one
switching of junctions from the superconducting to the
resistive state are clearly seen. The branches remain
periodic, indicating a good uniformity of doping within
the mesa. From Fig. 1(d) it can be seen that the Josephson
critical current density Jc rapidly increases with doping
[8,48–50]. In Fig. 1(e) we plot Tc as a function of Jc in a
logarithmic scale. The solid blue symbols represent the data
for I-doped zigzag structures, while the open red symbols
represent the O-doped mesas in Ref. [8]. It can be seen that
Tc vs lnðJcÞ has an inverted parabolic dependence, typical
for Tc vs p, as shown by the dashed line; i.e., Jc increases
exponentially with doping. In what follows we use the
strong JcðpÞ dependence for an accurate determination
of the hole concentration p (see also the Supplemental
Material [20]).
Figure 1(f) demonstrates the reversibility of I doping. It

shows the differential conductance vs voltage per junction
for mesa 2 with N ¼ 12 junctions. The initial state (the
black curve) is strongly underdoped with a Tc ≃ 55 K.
After I doping, Tc is increased to 64 K (the blue curve).
This strongly affected the intrinsic tunneling spectrum. The
sample was remaining in this state for over a week at

FIG. 1. Sketch and SEM images of (a) a zigzag structure and (b) a crystal with six mesa structures on top. (c) Resistive transition RðTÞ.
(d) Current density vs voltage for mesa 1 at different doping states from the initial underdoped to the final overdoped state. Note the
strong increase of the Josephson critical current density Jc. (e) Tc vs the logarithm of Jc (the bottom axis) for I-doped zigzag structures
and O-doped mesas. The dashed line represents Tc vs doping (the top axis). (f) dI=dV characteristics of mesa 2 at an initial strongly
underdoped state (the black line), after I doping (the blue line), and after relaxation at T ≃ 300 K (the red line).
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T < 100 K. Subsequently, it was warmed up to room
temperature (remaining in a cryostat) and remeasured after
a week (the red curve). Apparently, the mesa has relaxed to
the initial state. Thus, I doping allows a reversible in situ
control of the carrier concentration in a broad doping range.
We can induce and suppress superconductivity all the way
from a nondoped to an overdoped state. This facilitates the
investigation of the doping diagram using one and the same
sample and removes uncertainties related to sample-to-
sample variations, differences in geometrical factors, and
cooling conditions.
Figure 2(a) shows dI=dV characteristics of mesa 1 from

p≃ 0.12 (the black curve) to p≃ 0.14 (the blue curve).
Both a superconducting peak and a pseudogap hump can
be seen in the most underdoped state at p ¼ 0.12; see
also Fig. 1(f). With increasing doping, the peak is
rapidly enhanced in amplitude and the hump moves to
lower voltage. This indicates that the pseudogap energy
ΔPG ¼ eVHump=2N is decreasing with increased doping.

Close to optimal doping, the hump is buried under the
peak [8].
Figure 2(b) shows J vs V=N curves for mesa 1. Above

the sum-gap kink follows a linear branch [8]. The dashed
lines represent extrapolations of those high-bias parts. It
can be seen that in the overdoped state, the line passes
through zero, but in the underdoped state it extrapolates
to some threshold voltage ΔV th, which represents an
additional energy required for electron tunneling [8].
Figure 2(c) shows RðTÞ for zigzag structures close and

above optimal doping. It is seen that the upturn in RðTÞ
disappears at p≳ 0.19. At larger doping, RðTÞ exhibits a
metallic behavior. Thus, an insulator-to-metal transition in
c-axis transport occurs at p≃ 0.19.
The strength of the semiconductor-type RðTÞ upturn

depends on the thermal-activation energy UTA [60]:

R=T ∝ expðUTA=kBTÞ: ð1Þ

FIG. 2. (a) dI=dV vs V=N at different I-doping states for mesa 1. (b) Normalized current-voltage characteristics of mesa 1 at different
doping states from strongly underdoped to slightly overdoped. Dashed lines are extrapolations of the linear sections at high bias. A finite
threshold voltage ΔV th appears in the underdoped state. (c) Normalized RðTÞ curves for I-doped zigzag structures around optimal
doping. A metal-to-insulator transition occurs at p ¼ 0.19. (d) Thermal-activation plots for zigzag structures. The slope represents the
thermal-activation energy UTA. (e) Doping diagram obtained from low-bias characteristics. Open symbols represent the pseudogap
energy, ΔPG ¼ eVHump=2N, for I-doped (blue) and O-doped (red) mesa structures. Solid blue symbols represent UTA of I-doped zigzag
structures. The critical point at p ¼ 0.19 is associated with the onset of the pseudogap and the metal-to-insulator transition in c-axis
transport. (f) A doping diagram obtained from high-bias characteristics (threshold voltage). The blue symbols represent I-doped zigzag
(solid) and mesa (open) structures. Open red symbols represent ΔV th for O-doped mesas (data from Ref. [8]). Different types of symbols
represent different samples.
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Figure 2(d) shows the corresponding plot lnðρ=TÞ vs 1=T
for I-doped zigzag structures (ρ is the c-axis resistivity).
Slopes (the dashed lines) represent UTA. It is seen that UTA
decreases with increased doping.
Figures 2(e) and 2(f) show our main results: doping

diagrams of I-doped microstructures together with
O-doped mesas from Ref. [8]. The open symbols in
Fig. 2(e) represent the pseudogap energy obtained from
half of the hump voltage ΔPG ¼ eVHump=2N. The solid
blue symbols represent UTA obtained from zero-bias RðTÞ
for I-doped zigzag structures. It can be seen that both ΔPG
and UTA consistently point towards a critical point at the
overdoped side p ¼ 0.19, which corresponds to the onset
of the pseudogap. A new perspective, revealed by mea-
surements on zigzag structures without parasitic surface
layer contribution, is that there is a simultaneous insulator-
to-metal transition in the c-axis transport.
Figure 2(f) represents the high-bias threshold voltage

ΔV th obtained by extrapolation of the tunnel resistance
branch well above the sum-gap voltage, as marked by the
dashed lines in Fig. 2(b) (data for zigzag structures is scaled
by factor of 2). Similar to the pseudogap, the threshold
voltage also decreases linearly with increased doping
and vanishes at optimal doping, p≃ 0.16. Thus, we
can distinguish two critical points at p ¼ 0.19 and 0.16,
suggesting that there is a sequence of quantum phase
transitions caused by multiple coexisting orders in cuprates
[9,13–15,17,61].
Although critical points at similar doping levels have

been reported before [17], to our knowledge two distinct
critical points have not been reported with the same
technique at one and the same Bi-2212 sample. In our
case, the presence of two critical points cannot be explained
by specifics of the measurement technique or sample-to-
sample variation. The only difference is in the level of bias
or energy at which the two critical points are revealed.
The critical point at p ¼ 0.19 is determined at low energies
and the one at p ¼ 0.16 at high energies, significantly
higher than the pseudogap.
Finally, we want to discuss possible origins of the two

critical points. While the one at p ¼ 0.19 is caused by the
onset of the pseudogap [2–5,8], the interpretation of the
other one at p ¼ 0.16 is more complex. Generally, high-
energy characteristics at E ≫ Δ do not carry information
about the gap. Therefore, the threshold voltage usually
represents some extra energy required for electron tunnel-
ing, such as a capacitive charging energy in small junctions
[62], an energy associated with slow dynamic screening of
Coulomb interaction in two-dimensional systems [63],
inelastic tunneling due to excitation of molecular vibrations
or phonons in a tunnel barrier [64], or strong coupling to
bosonic modes in the electrodes [65]. In all cases, ΔV th is a
consequence of strong correlations with an environment
that leads to an enhanced, “dressed” electron energy.
Appearance of a dressed energy in underdoped cuprates
was reported in Ref. [66].

What is the origin of this dressed energy? Coulomb
blocking in this poorly conducting two-dimensional system
[63] is one possibility. Alternatively, this could be a
signature of any sort of magnetic ordering [67]. Since
we are probing only charge degrees of freedom, magnetic
order is not directly visible, but it may be seen indirectly via
a dressed energy, caused, e.g., by the inelastic excitation
of paramagnons. Both the Coulomb blocking energy and
the magnetic order should increase upon approaching the
antiferromagnetic insulating state, qualitatively consistent
with the behavior of the dressed energy. Interestingly, our
data indicate that this energy appears at optimal doping,
suggesting its intimate connection to high-temperature
superconductivity. An anticorrelation between this energy
and Tc may imply that the associated “dressing” of
electrons is detrimental and may ultimately destroy super-
conductivity at low doping.
To conclude, we performed in situ physical doping of

Bi-2212 microstructures by a novel current injection
technique. This way we could reversibly tune (induce or
suppress) superconductivity and study the doping diagram
using one and the same sample. Our results indicated the
existence of two distinct critical points: The one at the
overdoped side, p ¼ 0.19, is associated with the onset of
the pseudogap and with a metal-to-insulator transition in
the c-axis transport. The second occurs at optimal doping,
p ¼ 0.16, and is associated with the appearance of a
dressed electron energy. Our results, obtained with the
same technique at one and the same sample, remove
concerns about sample-to-sample variations and tech-
nique-specific artifacts of measurements and demonstrate
that there is a sequence of quantum phase transitions under
the superconducting dome in cuprates.
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