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Monolayers of group 6 transition metal dichalcogenides are promising candidates for future spin-,
valley-, and charge-based applications. Quantum transport in these materials reflects a complex interplay
between real spin and pseudospin (valley) relaxation processes, which leads to either positive or negative
quantum correction to the classical conductivity. Here we report experimental observation of a crossover
from weak localization to weak antilocalization in highly n-doped monolayer MoS2. We show that the
crossover can be explained by a single parameter associated with electron spin lifetime of the system. At
low temperatures and high carrier densities, the spin lifetime is inversely proportional to momentum
relaxation time; this indicates that spin relaxation occurs via a Dyakonov-Perel mechanism.
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Quasi-two-dimensional (2D) crystals of group 6 tran-
sition metal dichalcogenides (TMDs) [1–3] such as MoS2
and WSe2 have been recognized as a new class of semi-
conductors for spintronics and valleytronics [4,5]. Because
of distinct crystal symmetry and strong spin-orbit coupling,
monolayer MoS2 and other group 6 TMDs exhibit spin-
split degenerate valleys at the corners (K and K’ points) of
the Brillouin zone. Since the spin and the valley degrees of
freedom are coupled via time-reversal symmetry, the valley
degree of freedom can be accessed optically by circularly
polarized light [6,7]. A recent study has also shown that
valley polarization can be electrically detected as anoma-
lous Hall voltage arising from the valley-Hall effect [8].
The exploitation of coupled spin and valley degrees of
freedom is an intriguing approach to enabling novel
spintronic and valleytronic device concepts [4].
The use of spin- and valley-polarized charges as infor-

mation carriers requires that the polarization state be
preserved over a sufficiently long period. While recent
experimental studies found the valley lifetime of optically
generated excitons to be on the order of nanoseconds [7],
little is known about the relaxation lifetime in unipolar
charge transport. In this regard, quantum transport [9,10]
has been suggested as an effective probe to study the
dynamics of scattering processes that lead to loss of spin
and valley polarization.
Unlike the Drude-Boltzmann semiclassical transport, the

quantum corrections to the conductivity are interference
effects, and are therefore universal in the sense that they
should not depend on the details of the microscopic
mechanisms at play. However, as discussed in the literature
[11], there is a long tradition of extracting information about

the underlying microscopic mechanisms from the quantum
transport. For example, in GaAs heterostructures, the
quantum interference correction to the classical conductivity
is determined by the breaking of spin-rotational symmetry
by spin-orbit coupling [12]. But, since the spin-relaxation
rate changeswith carrier density,Miller et al. [13] observed a
crossover from pure weak localization (WL) at low carrier
density to pure weak antilocalization (WAL) at high carrier
density. A similar phenomenon has been explored in
graphene. Unlike GaAs, for graphene it is not the spin
degree of freedom that is important, but the intervalley
scattering, which can be represented as a breaking of
pseudospin-rotational symmetry [14]. By exploring this
crossover caused by breaking inversion symmetry,
Refs. [15,16] showed, for example, that the intervalley
scattering in graphene comes from the edges of the graphene
ribbons and not from the bulk. As these examples illustrate,
quantum transport can nonetheless provide important infor-
mation about the microscopic mechanisms at play.
Although different mechanisms for spin and valley

dynamics in MoS2 have been studied theoretically
[9,17–20], purely electronic experiments on monolayers
have thus far been missing. Previous quantum transport
studies have been limited to measurements on multilayers
[21,22], in which coupled spin and valley physics is absent.
On the other hand, experiments on monolayers have mainly
focused on basic charge transport [2,23,24]. In this Letter,
we report experimental observation of the crossover from
WL to WAL in highly n-doped monolayer MoS2. We show
that, in the limit of large separation of length scales, the
Hikami-Larkin-Nagaoka approach can be used to extract
the spin-relaxation time τSO from the magnetoconductivity
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(MC). Our analysis reveals that τSO is inversely propor-
tional to the momentum relaxation time τp, as one would
expect for a Dyakonov-Perel (DP) mechanism. This domi-
nance of DP spin relaxation is consistent with recent
theoretical expectations [17,19]. Moreover, we find that
the dominant form of phase decoherence is electron-
electron (e-e) scattering, which is expected in monolayer
MoS2 where the interaction strength is at least a factor of 10
larger compared to conventional 2D electron gases [11].
Our experiments were conducted on dual-gated mechan-

ically exfoliated monolayer MoS2 on a SiO2=p-Si substrate
as previously reported [25]. This gating technique is helpful
in studying charge transport in the high-carrier-density
regime, where conduction occurs via extended states. All
magnetotransport measurements were made for conditions
in the diffusive transport regime, i.e., σ ≳ e2=h ≈ 0.04 mS
[Fig. 1(a)]. From the Hall signal, carrier densities on the
order of nHall ≈ 1013 cm−2 and Hall mobilities of μHall ≈
130 cm2 V−1 s−1 at low temperatures were obtained, sim-
ilar to earlier reports [24,26]. It is worth noting that clean
Hall signals were obtained only at sufficiently high carrier
densities where metallic conduction was observed; this was
possibly due to vanishing effects from localized states [27]
and Schottky barriers. Mean free path l and momentum
relaxation time τp were obtained using nHall and μHall. In
our experimental window, τp was found to increase
gradually with gate voltage. Thus, we use the gate bias
as the knob to continuously tune τp [Fig. 1(a)].
An overview of our experimental results is shown in

Fig. 1(b), which depicts the as-measured magnetoresistiv-
ity, ΔρðBÞ ¼ ρðBÞ − ρ0, where ρ0 is the zero-field
resistivity, as a function of perpendicular magnetic field
and temperature at a charge carrier density of
n ≈ 1.5 × 1013 cm−2. While no significant MR is observed
above T ¼ 20 K, the measurements at lower temperatures
show two distinct regimes. At small magnetic fields, the
MR is negative, indicating the dominance of WL, i.e., a

negative correction to the classical conductivity [blue
region in Fig. 1(b)]. In contrast, at T < 6 K and
B > 3 T, the MR changes sign, revealing prevailing
WAL, i.e., a positive correction to the classical conductivity
[Fig. 1(c), left]. The behavior of the WL-WAL crossover
was also affected by gate voltages [Fig. 1(c), right]. With
increasing back-gate voltage, the crossover point shifted
towards lower magnetic fields. We found that the general
trends were similar in bilayer samples [28]. Note that this
WL-WAL crossover behavior is the opposite of what has
been observed in conventional 2D electron gases [13,29].
Our results also differ from earlier reports on bulk MoS2,
where no crossover was observed with temperature [21,22].
This observation of WAL at fields of B ∼ 3 T and above is
somewhat surprising in light of recent theoretical papers
[10,20] which predict the exact opposite, i.e., WAL at low
fields and WL at larger fields. The disappearance of
positive (negative) MR for T=TF ≈ 0.02 (0.1), where TF
is the Fermi temperature, rules out semiclassical effects as
the origin of the observed MR at low temperatures. Further,
the MR curves do not collapse according to Kohler’s rule
[MR ∝ fðμBÞ], indicating that our observations cannot be
explained by the classic quadratic background ∝ μ2B2 that
was observed in multilayer WSe2 [30].
We propose two possible explanations for the discrep-

ancy between our observations and theoretical predictions.
First, it is possible that the conduction bands have some
spin texture, giving rise to a π-Berry phase. Indeed, this
model for the conduction bands was recently invoked to
explain the observation of the valley-Hall effect in mono-
layer MoS2 [8]. However, for the range of carrier densities
used in our experiment, we have EF ≪ Δwith the band gap
Δ ≈ 2 eV, resulting in a negligible Berry phase and a
conserved sublattice isospin [9,10]. The second possible
explanation is separation of length scales. The system is
characterized by spin, valley, and sublattice degrees of
freedom contributing to the quantum transport [10], and it
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FIG. 1. (a) Transfer curves measured at different temperatures: 20, 40, 60, 80, and 100 K, from black to cyan. The red squares
represent τp at T ¼ 2 K. Inset: optical microscope image of a rectangular device with current source (S) and drain (D) contacts (scale
bar: 5 μm). (b) Experimentally observed magnetoresistivity (MR) as a function of magnetic field and temperature measured at Vbg ¼
40 V and Vtg ¼ 1 V. (c) Δσ at T ¼ 2, 6, 10, and 45 K and fixed back-gate voltages of Vbg ¼ 40 V (left panel) and at fixed temperature
of T ¼ 2 K and different gate voltages of Vbg ¼ 20, 60, and 70 V (right panel). The solid lines indicate experimental data, and the
shaded lines the fits according to Eq. (2). To calculate Δσ, the initial measured MR curve was symmetrized to avoid contributions from
the sample geometry, so that ρðBÞ ¼ ½ρðþBÞ þ ρð−BÞ�=2.
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is conceivable that in a realistic experiment, there is a large
separation between different length scales and scattering
rates. For example, any scattering length scale that is larger
than the phase-coherence length cannot be probed within
our experiment. Similarly, if the effective magnetic field
corresponding to a particular microscopic scattering
mechanism is much larger than the largest magnetic fields
that we measure, Bmax, our experiment would not be able to
probe its presence.
Formally, generic disorder that couples spin, valley, and

sublattice degrees of freedom in monolayer MoS2 is
described by Uð8Þ algebra with 82 ¼ 64 generators. This
implies that there are 64 different channels with corre-
sponding relaxation rates that couple the eigenstates of the
clean system. The problem can be significantly simplified
by symmetry arguments and in the limits of large separation
between length scales. Our experiments show a single
crossover from WL to WAL, which implies that we should
be able to construct a theory with only one Cooperon
relaxation mode. Moreover, the fact that we observe WL at
low magnetic fields implies that the triplet channel from
either the spin SUð2Þ mode or the valley SUð2Þ mode is
gapped in our experiment.
To proceed, we estimate some of the relevant scattering

rates based on ourmeasurements and previous reports. It has
been reported that MoS2 contains a significant density of
sulfur vacancy defects. Recent electron microscopy mea-
surements estimated the density to be 1013 cm−2 [31,32].
This defect density is also consistent with our analysis of dc
transport measurements [33] as well as the scaling of
mobility with carrier density, dielectric constant, and tem-
perature for calculations using different combinations of
impurities [34]. The different estimates of the defect density
are consistent to within �20% and translate to a spin-
conserved intervalley scattering length of LIV ≈ 3 nm and a
corresponding magnetic field of BIV ¼ ℏ=4eL2

IV ≳ 16 T.
This is clearly larger than themaximummagnetic field of our
experiment, Bmax. On the other hand, spin-orbit-mediated
spin relaxation in monolayer MoS2 has been predicted
[17,19] and measured [35] to occur at time scales much
slower than intervalley scattering (τSO between picoseconds
to nanoseconds in the conduction band). The lower end of

this estimate corresponds to a spin-orbit scattering length of
LSO ≈ 10 nm, or a magnetic field of BSO ≈ 2 T, which is
within our experimental window. Thus, our experimental
system is subject to the following separation of scales:

Lϕ ≳ LSO > LBmax ≳ LIV > l; ð1Þ

where l is the mean free path, which is on the same order of
magnitude asLIV based on our transport measurements. It is
now clear that for the range of experimental magnetic fields,
time-reversal symmetry is not completely broken; however,
the large intervalley scattering breaks our pseudospin rota-
tional symmetry, giving us the symplectic universality class
for the valley SUð2Þ and, thus, WAL. The observed cross-
over is therefore characterized by another symmetry break-
ing process, spin-flip scattering, which leads to a change in
the universality class as sketched in Fig. 2.
In the corresponding limit that BIV ≳ Bmax ≫ BSO, we

simplify the problem by assuming that all the valley triplets
are gapped, and we keep only the 4 Cooperons for the spin
SUð2Þ degrees of freedom. This result follows in a
straightforward manner from the seminal paper by
Hikami, Larkin, and Nagaoka [12]. We find
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where FðzÞ is defined by FðzÞ ¼ lnðzÞ þ ψð1=2þ 1=zÞ
with the digamma function ψ . In the last line we assumed
that each of the spin-triplet Cooperons have the same
relaxation time. Another choice would have been to
set Bx

SO ¼ By
so ¼ BSO and Bz

SO ¼ 0; however, within the
resolution of the experiment, this would give identical

results for τSO. Quite generally, Eq. (2) represents a generic
crossover from the orthogonal to the symplectic univer-
sality class parametrized by only two terms, Bϕ and
BSO. Here, B−1

ϕ ¼ 4eL2
ϕ=ℏ is inversely related to the

phase-coherence length Lϕ and B−1
SO ¼ 4eDτSO=ℏ mea-

sures a spin-orbit scattering mechanism with relaxation
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FIG. 2. (a) Intra- and intervalley scattering in the spin-splitK and
K’ valleys of the conduction band. (b) A sketch of predicted MC
behavior assuming large separations in the time scales of the relevant
scatteringmechanisms. Two parameters,BSO andBIV (and, accord-
ingly, τSO and τIV), define the crossover between WL and WAL.
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time τSO, whereD is the classical Drude diffusion constant.
As shown in Fig. 1(c), our severely constrained two-
parameter fit yields excellent agreement with our exper-
imental data, implying that only spin-orbit scattering is
relevant in our experimental window.
Figure 3 shows τSO and LSO as a function of inverse

momentum relaxation time τ−1p and temperature, respec-
tively. Note that the spin lifetime we discuss here is
different from that obtained by optical pump probe
experiments, where the Coulomb interaction between
electrons and holes plays a dominant role in the scattering
processes [36]. We find that τSO ∝ τ−1p and τSO ≫ τp,
which is what one would expect for the DP spin-
relaxation mechanism. We can also use the relationship
2ℏ2=ðτpτSOÞ ¼ λ2int to estimate the strength of the spin-
orbit interaction λint. From Fig. 3(a), we find
λint ≈ 4.3� 0.1 meV, which is within the range expected
from density-functional theory (DFT) calculations
[37–39]. We note that band-structure calculations indicate
that the spin-up and spin-down bands cross at a carrier
density between 1 × 1013 and 3 × 1013 cm−2 [38,39]. Our
data from Fig. 3 suggest that this crossing happens closer
to the upper value of this estimate and at higher densities
than what is accessible in our experiment. We also find
that the magnitude of LSO is only weakly dependent on

density and temperature. Since LSO ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=2Þv2FτpτSO

q
,

the results are consistent with the expectation that the
spin-orbit interaction strength is independent of temper-
ature. The weak temperature and density dependence of
LSO is also an indication that other spin-relaxation
mechanisms such as Elliot-Yaffet and Bir-Aronov-Pikus
scattering are not dominant in our system; this provides
additional evidence for DP spin relaxation.
We now comment briefly on the microscopic origin of

the Dyakonov-Perel mechanism. Pristine MoS2 has both
threefold rotational symmetry (C3) and horizontal plane

mirror symmetry (σh). Additional time-reversal symmetry
implies that the spin-orbit field is perpendicular to the plane
with opposite sign in the two valleys. Our experiment has
strong intervalley mixing and the presence of ionic gating
(with an equivalent electric field strength of ≈1 V=nm)
which breaks the mirror symmetry. As a consequence, there
is a misalignment of our spin eigenstates (ẑ) from the
direction perpendicular to the sample plane. The intervalley
scattering introduces an effective Hamiltonian (see, e.g.,
Ref. [40])H ¼ ðλint=ℏÞηðtÞŜz, where ηðtÞ changes from�1
stochastically on a time scale of τIV ≈ τp. In the presence of
an out-of-plane field, this maps to random walk along the
azimuth of a Bloch sphere with hϕðtÞ2i ¼ λ2intτpt=ℏ

2.
Defining τs to be the spin dephasing time such that the
spin phase changes by order unity, we obtain ℏ2=τs ¼
λ2intτp, which in the literature is commonly understood to be
the Dyakonov-Perel spin-relaxation mechanism [41]. We
note that this is qualitatively similar to a recent result by
Yang et al. [35], which found that applying a small in-plane
magnetic field (< 100 mT) causes enhanced spin relaxa-
tion due to strong intervalley coupling. There are, however,
two important differences between the two works. In
Ref. [35], the weak in-plane magnetic field breaks the
C3 symmetry, while in our Letter the ionic gating breaks the
σh symmetry. Second, even in the absence of the weak
applied real magnetic fields, Ref. [35] excites spin-polar-
ized electrons explicitly breaking time-reversal symmetry,
whereas our eigenstates are symmetric under time reversal
(our applied magnetic field is a factor of 4 smaller than the
intrinsic spin-orbit field). Nonetheless, the conclusion of
spin lifetimes being much longer than the intervalley
scattering time is consistent with our findings here.
Finally, we analyze the phase coherence of our system.

Figure 4 depicts the phase-coherence length Lϕ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=4eBϕ

p
for two different gate voltages as a function

of temperature. For both cases, the data shows Lϕ ∝ T−α
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behavior for higher temperatures with α on the order of 0.5,
indicating that e-e interaction limits the phase coherence in
this regime. Below 10 K, a saturation is observed similar to
other 2D systems [42], pointing towards an additional
dephasing mechanism. Nevertheless, we find that the
phase-coherence length shows a linearly increasing trend
with charge carrier density (Fig. 4, inset), which is con-
sistent with theoretical prediction for dephasing due to e-e
scattering [43], even in the saturation regime.
In summary, we have studied low-temperature quantum

electron transport in monolayer MoS2. The crossover
between WL and WAL in this system indicates a separation
of relevant length scales due to the high concentration of
short-range scatterers. We describe this crossing with a
single parameter that is associated with intravalley spin-flip
scattering. The scattering time clearly shows the signatures
of DP relaxation as predicted by theory. Further, the phase-
coherence length is found to be limited by e-e interaction at
temperatures above 10 K.
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