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In a fully gapped superconductor the electronic Raman response has a pair-breaking peak at twice the
superconducting gap Δ, if the Bogoliubov excitations are uncorrelated. Motivated by the iron based
superconductors, we study how this peak is modified if the superconducting phase hosts a nematic-
structural quantum critical point. We show that, upon approaching this point by tuning, e.g., doping, the
growth of nematic correlations between the quasiparticles transforms the pair-breaking peak into a nematic
resonance. The mode energy is below 2Δ, and stays finite at the quantum critical point, where its spectral
weight is sharply enhanced. The latter is consistent with recent experiments on electron-doped iron based
superconductors and provides direct evidence of nematic correlations in their superconducting phases.
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Introduction.—Nematicity in correlated metals implies
the propensity of the interacting electron fluid to break
rotational symmetry without necessarily breaking trans-
lation symmetry [1]. It is at the heart of the phase
competition in iron based superconductors (Fe SC) [2],
leading to a lattice softening [3–5], transport and magnetic
anisotropies [6–10], signatures in optical [11,12], single
particle [12–15], and Raman [16] spectroscopies in the
normal state. In the latter, the critical nematic fluctuations
in the tetragonal phase appear in the B1g Raman response
as a low energy quasielastic peak.
While nematicity in the normal state of Fe SC has

been studied extensively, it is unclear whether nematic
fluctuations couple to low energy charge carriers in the
superconducting state. In fact, even the existence and
detailed nature of the nematic fluctuations below Tc is
not established either experimentally or theoretically.
In this Letter, we demonstrate that, near a nematic quan-

tum critical point (QCP) which is well inside a fully gapped
superconducting phase [17,18], the growth of nematic
correlation transforms the standard pair-breaking peak in
the Raman B1g channel into a new nematic resonance mode
at finite frequency. In a clean system the resonance is a
sharp structure below 2Δ of the electron pockets of Fe SC,
and its spectral weight increases strongly near the QCP. The
latter, which is a key feature of the theory, and which cannot
be understood within a pair-breaking peak scenario, is
consistent with existing Raman scattering measurements
in Co doped Ba-122 [19,20] and Na-111 [21] systems. This
gives very strong evidence for this new mode, and, in
turn, reveals that there is a substantial coupling between
Bogoliubov quasiparticles and nematic fluctuations.
When compared to the normal state behavior, the

resonance in the superconducting phase can be understood

as the consequence of the opening of the gap, which shifts
spectral weight to higher frequencies, thereby transforming
the quasielastic peak into a resonance. It is caused exclu-
sively by electronic contributions, while renormalizations
due to the lattice are dynamically screened and are thus
suppressed. This leads to the interesting result that the
Raman nematic resonance energy remains finite even at a
nematic QCP.
The nematic resonance is analogous to the spin-

resonance, observed in neutron scattering experiments in
Fe SC and cuprates superconductors [22–27]. In fact, there
is a close formal analogy of our theory to the one for the
spin-resonance mode in superconductors with sign chang-
ing gap near a magnetic instability [28,29]. In both cases a
singular behavior of the imaginary part of a bare response
function, caused by the superconducting coherence factors,
is amplified by the vicinity to a QCP. Important differences
are that the singularity in our case is not related to a sign
change of the gap as small momentum excitations are
probed. For the same reason the Raman resonance is more
sensitive to nodes of the gap.
Nematic resonance.—In the following, we develop a

theory for the nematic resonance, and we argue that it is
intimately related to the quasielastic peak with diverging
spectral weight experimentally observed in the normal state
B1g Raman response of electron-doped Fe SC [16,21]. The
B1g quasielastic peak is a signature of the presence of
critical fluctuations of the nematic operator

ρB1g
ðqÞ ¼ 1

N

X
kσ

γB1g
ðkÞψ†

kþðq=2Þψk−ðq=2Þ; ð1Þ

whose susceptibility can be accessed in Raman scattering
experiments in B1g geometry [30]. Here γB1g

ðkÞ transforms

as k2x − k2y under the point group operations. Note that
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Raman experiments thus imply that the nematic instability
has a d-wave Pomeranchuk component. We take this as our
starting point, and write a phenomenological inter-
actionHI ¼−g=2

P
qρB1g

ðqÞρB1g
ð−qÞ, with g > 0, that can

be tuned to study the Pomeranchuk-nematic QCP. The
microscopic origin of g, which can be due to spin or bond-
current [17,31–34] or orbital [35–39] or charge [40]
fluctuations, is not relevant for the following discussion.
Note that fluctuations associated with a Pomeranchuk
instability are, by definition, intraband terms.
Furthermore, it is thought that the B1g Raman response
of electron-doped Fe SC is governed by the electron
pockets [41,42]. Consequently, to simplify the discussion,
by (ψ†

k, ψk) we imply the fermions describing the electron
pockets. With this understanding, we decouple HI by
introducing the nematic bosonic Hubbard-Stratonovich
field ϕðqÞ, and we get the action

S ¼ T
X
q;ωn

½χ0nemðq; iωnÞ−1 − g�jϕq;ωn
j2 þ � � � : ð2Þ

The bare nematic susceptibility χ0nemðq; iωnÞ is the Fourier
transform of hTτρB1g

ðq; τÞρB1g
ðq; 0Þi0, where h� � �i0 implies

the average in the BCS ground state with g ¼ 0.
In Raman spectroscopy of Fe SC the momentum

transfer by the photons is typically small compared to
the frequency transfer (ω ≫ vFq, where vF is the typical
Fermi velocity). Consequently, the B1g Raman response
function probes the imaginary part of the full nematic
susceptibility χnemðq; iωnÞ in the dynamical limit, and, in
random phase approximation, is given by

RB1g
ðωÞ≡ ImχnemðωÞ ¼ Im

�
χ0nemðωÞ

1 − gχ0nemðωÞ
�
; ð3Þ

where we suppressed the momentum q ¼ 0.
For simplicity, we evaluate the above at T ¼ 0 and by

ignoring lifetime broadening of the Bogoliubov quasipar-
ticles. Later, we comment about finite-T and finite lifetime
effects. Furthermore, we assume a constant superconduct-
ing gap Δ on the electron pockets (for other scenarios, see
[43,44]). It is then straightforward to determine the imagi-
nary part of the bare B1g Raman response [43]

Imχ0nemðωÞ ¼
πρ

2

ð2ΔÞ2θ½ω2 − ð2ΔÞ2�
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2 − ð2ΔÞ2

p : ð4Þ

This result is, up to the d-wave weighted electron-pocket
density of states ρ¼ð1=NÞPkγ

2
B1g

ðkÞδðϵF−ϵk;elÞ, the usual
one for a fully gapped superconductor [46]. The square root
divergence for ω → 2Δ from above is the well-established
pair-breaking peak in the electronic Raman spectrum of a
superconductor [30]. For our consideration we also need
the real part of χ0nemðωÞ shown in Fig. 1(a). The important
aspect of the real part occurs for jωj < 2Δ. In this regime it
follows after Kramers-Kronig transformation

Reχ0nemðωÞ ¼ χ0nem;∞ þ ρ
ð2ΔÞ2 arcsinð ω

2ΔÞ
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2ΔÞ2 − ω2

p : ð5Þ

Besides the low-energy contribution, there is a weakly
frequency dependent contribution from the high energy
fermions, which we approximate by a constant χ0nem;∞.
It can be absorbed in the dimensionless coupling
λ ¼ ρg=ð1 − gχ0nem;∞Þ, and henceforth we take λ as the
tuning parameter that increases with increasing g.
Because of its singular behavior, the leading contribution

to Reχ0nemðωÞ for frequencies below 2Δ is the second
term above. If we insert this result into Eq. (3), we find a
sharp pole in the renormalized Raman response once the
condition 1 ¼ gReχ0nemðΩrÞ is fulfilled for Ωr < 2Δ, where
the imaginary part vanishes. As illustrated in Fig. 1(a),
the square root divergence of Reχ0nemðωÞ, as ω approaches
2Δ from below, guarantees that the above condition can
be satisfied and that a new exciton pole emerges. The
resonance frequency of the nematic response is

Ωr ¼ 2Δ sin θðλÞ; ð6Þ
where θðλÞ obeys the equation sin 2θ ¼ 2λθ.
In the clean limit and at T ¼ 0 K, the mode is arbitrarily

sharp as it occurs below the particle-hole continuum that
starts at 2Δ. Near the resonance the electronic Raman
response is

RB1g
ðωÞ ¼ Zrδðω − ΩrÞ ð7Þ

with spectral weight Zr ¼ ζðΩr=2ΔÞ determined by ζðxÞ ¼
½πxð1− x2ÞarcsinðxÞ=ðx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1− x2Þ

p
þð2x2− 1ÞarcsinðxÞÞ�.

Zr must be compared with the total weight π2ρΔ=2 of the
usual pair-breaking peak of the BCS theory. Near 2Δ the
spectralweight vanishes linearlyZr ≈ πðΩr − 2Δ=ΔÞ. Since
ρΔ ≪ 1, the resonance mode soon acquires a weight com-
parable to the noninteracting BCS pair-breaking peak. A
typical value for Ωr ¼ 3

4
2Δ is Zr ≈ 1.45.

FIG. 1. (a) Real and imaginary parts of the bare BCS Raman
response χ0nem for an isotropic gap. The interacting response
[Eq. (3) in the main text] develops a resonance at
Ωr < 2Δ when the real part reaches the threshold 1=g [see
Eq. (3) in text]. (b) Development of the nematic resonance in the
superconducting B1g Raman response RB1g

for different values of
the dimensionless coupling constant λ (see text). Note that for
λ ¼ 0.3, 0.5, the weak pair-breaking continuum is visible.
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In Fig. 1(b) we show the Raman response for different
coupling constants. We included a small but finite intrinsic
width Γ that may result from impurity scattering or thermal
excitations of quasiparticles [44]. We see that for small
nematic coupling constants the pair-breaking peak keeps its
line shape but increases in weight. Once 2Δ −Ωr is larger
than Γ, a peak that is well separated from the continuum
above 2Δ emerges and sharpens with a Lorentzian line
shape for larger coupling strength. The sharpness of the
Raman resonance relies heavily on the opening of a full gap
in the superconducting spectrum. Nodes of the gap around
the electron pockets essentially wash out the nematic
resonance [44], making the presence of the nematic
resonance a clear indication of the absence of nodes around
the electron pockets. We also note that, already in the
absence of any nematic correlations, disorder induces a
much weaker temperature dependence of the pair-breaking
peak energy compared to the simple BCS result for ΔðTÞ
[47], and we expect a similar effect for the T dependence
of the nematic resonance energy Ωr.
Lattice cutoff.—Next, we discuss the fate of the nematic

resonance as the system approaches the nematic QCP by
increasing λ. From Eq. (2) it is tempting to deduce that
the QCP, defined by gχ0nemð0Þ ¼ 1, is given by λ ¼ 1. This,
in turn, would imply that, using Eq. (6), the resonance
frequency Ωr → 0, while the spectral weight of the reso-
nance Zr ≈ ð3πΔ=2ΩrÞ diverges. However, in practice, this
is not the case since, in addition to the purely electronic
contribution of Eq. (2), there is a symmetry-allowed
coupling to the lattice degrees of freedom given by [48]

Hc ¼ γ

Z
ddrϕðrÞð∂xux − ∂yuyÞ: ð8Þ

γ is a nematoelastic coupling constant and u is the usual
phonon displacement field. In the harmonic approximation
of the lattice, the effect of the coupling to the phonons is a
renormalization of the nematic coupling constant

gðq;ωÞ ¼ gþ γ2
q2

C0
sq2 − ω2

: ð9Þ

C0
s is the bare value of the orthorhombic elastic constant

and q is a wave vector along the critical directions of the
Brillouin zone [49]. Note that the static limit gstat ≡
gðq; 0Þ ¼ gþ γ2=C0

s and the dynamic limit gðq ¼ 0;ωÞ ¼
g do not commute [50]. Thus, the enhancement of the static
nematic coupling constant due to the coupling to elastic
degrees of freedom does not enter the dynamic Raman
response which filters out the purely electronic contribution
of the nematic response.
On the other hand, it is the static limit that governs

thermodynamics and the actual nematic phase transition.
Thus, the condition for the nematic QCP is λstat ¼ 1, where
λstat ¼ ρgstat=ð1 − gstatχ0nem;∞Þ is the dimensionless nematic
coupling constant in the static regime, renormalized by

high energy excitations. Since gstat > g, it follows
λ < λstat ≤ 1. In other words, even at the nematic QCP
Ωr does not soften to zero frequency, and concomitantly,
Zr stays finite (see Fig. 2) [51]. In the symmetry-broken
nematic phase (λstat > 1) the behavior of (Ωr, Zr) is
nonuniversal, and is beyond the scope of this work.
Raman experiments.—We now make contact with the

experiments on Fe SC and in particular with electron-doped
BaFe2As2 (Co-Ba122) [16,19,20]. We assume that decreas-
ing Co doping x is equivalent to increasing λ. In the
superconducting state of Co-Ba112 the most salient feature
of the Raman spectra is a peak observed in B1g symmetry
only [19]. Until now the B1g peak has been attributed to a
2Δ BCS pair-breaking peak coming from the electron
pockets [19,20,41]. However, as first reported in Ref. [20],
its Co doping dependence displays a striking behavior
which is shown in Fig. 3(a). Coming from the overdoped
tetragonal side (x ¼ 0.1, Tc ¼ 20 K) of the phase diagram,
the spectral weight of the peak increases dramatically upon
approaching the orthorhombic-nematic phase which occurs
below x ¼ 0.065. It reaches a maximum at x ¼ 0.065
before collapsing in the orthorhombic phase at lower x.
As stated above, the spectral weight of a simple BCS
Raman pair-breaking peak is expected to scale as the gap
energy Δ. However, the strong enhancement of Zr around
optimal doping, where Tc is maximum, cannot be attri-
buted to substantial changes in Δ, since this would
imply equivalent changes in Tc, whereas, in practice the
Tc changes by less than 20% within the doping range
considered. Moreover, the peak energy in units of kBTc
actually softens upon approaching x ¼ 0.065, going from
∼5 to ∼4kBTc [see Fig. 3(c)], in a manner consistent
with the nematic resonance scenario.
The above observations can be naturally explained by the

nematic resonance scenario whose spectral weight Zr is
strongly enhanced by the proximity of a nematic instability.
In Co-Ba122 the position of the purely electronic nematic
instability xc can be determined by looking at the enhance-
ment of Raman B1g nematic fluctuations observed in the

FIG. 2. Evolutions of the nematic resonance energy Ωr (a) and
spectral weight Zr (b) with the dimensionless coupling constant
λ (dynamic limit). Because of finite nematoelastic coupling, Zr
does not diverge, and Ωr does not soften completely, at λQCP
(see text).
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normal state of the tetragonal phase [16]. The enhancement
of the associated nematic susceptibility was found to follow
a Curie-Weiss temperature dependence over a wide range
of Co doping from x ¼ 0 to x ¼ 0.1. As shown in Fig. 3(b),
the extracted Curie-Weiss temperature T0 is lower than TS,
the tetragonal to orthorhombic transition temperature, and
extrapolates to T ¼ 0 K at xc ∼ 0.055. In a purely elec-
tronic model the spectral weight Zr would diverge at xc.
However, as already stressed above, due to finite nem-
atoelastic coupling, the actual quantum critical point is
moved to a higher doping xQCP, between x ¼ 0.06
(TS ¼ 46 K) and x ¼ 0.065 (TS ¼ 0 K), where Zr and
Ωr are still finite as observed experimentally [Fig. 3(b)].
We note that a similar divergence of the B1g peak spectral

weight has been observed recently in Co doped NaFeAs
close to the boundary between the tetragonal and ortho-
rhombic phase [21]. There the B1g resonance was found to
be almost Lorentzian below Tc, with a linewidth signifi-
cantly smaller than in the case of Co-Ba122: 1 and 5 meV,
respectively, near optimal doping. This difference possibly
reflects a smaller coupling constant λ in Co-Ba122 which
would make the nematic resonance closer to the 2Δ
continuum and therefore broader. Recent angle-resolved
photo-emission spectroscopy (ARPES) data in Co-Ba122
indeed indicate that the B1g peak energy is only slightly
below 2Δ of one of the electron pocket [52]. Disorder
may also play a role as optimally doped Co-Ba122
has a significantly higher Co content than Co-Na111
(see Supplemental Material [53] for theoretical fits of the
experimental line shapes). However, we stress that, while
the line shape of the resonance can be material dependent,
the key feature of our theory, namely the enhancement of

the spectral weight near the nematic QCP, is observed
experimentally in both systems.
The nematic resonance scenario captures remarkably

well the salient features of the B1g peak observed in the SC
state of electron-doped Fe SC: its nematic symmetry (B1g)
and the strong enhancement of its spectral weight near the
nematic QCP. It also makes a direct link between the
nematic response in the normal and superconducting state
via Eq. (3): close to xc the enhanced nematic susceptibility
of the normal state converts into a sharp nematic resonance
at finite energy in the SC state because of the gap opening.
Furthermore, our theory leads to the following three

predictions which can be verified in future experiments.
(i) From Eq. (6), and assuming λ to be T independent, we
expect that Ωr ∝ Δ upon varying temperature. (ii) Because
of the nematoelastic coupling of Eq. (8) the orthorhombic
elastic constant is renormalized toCs¼C0

s − γ2χnemðω¼ 0Þ.
From Eq. (7) and from the Kramers-Kronig relation we
deduce that the elastic softening δCs ≡ Cs − C0

s scales
as δCs ∝ Zr=Ωr upon approaching the nematic transition
deep in the SC state, as a function of either doping or
temperature. (iii) The nematic resonance will lead to single
particle renormalizations (like peak-dip-hump features)
everywhere on the electron pockets which should be visible
in ARPES experiments.
Conclusion.—In summary, we have demonstrated the

generic presence of a nematic resonance in the SC state of
systems near a nematic quantum critical point like Fe SC.
The very existence of this resonance relies only on the
presence of a fully gapped Fermi pocket and the proximity
of a nematic quantum critical point. Existing Raman data in
the B1g symmetry channel of several Fe SC systems like
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Co-Ba122 and Co-Na111 indicate that this resonance
actually dominates the Raman response in the SC state.
It provides the most striking manifestation of nematicity in
the superconducting properties of Fe SC.
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