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In the three-dimensional Heisenberg spin glass in a random field, we study the properties of the inherent
structures that are obtained by an instantaneous cooling from infinite temperature. For a not too large field
the density of states gðωÞ develops localized soft plastic modes and reaches zero as ω4 (for large fields a
gap appears). When we perturb the system adding a force along the softest mode, one reaches very similar
minima of the energy, separated by small barriers, that appear to be good candidates for classical two-level
systems.
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Supercooled liquids and amorphous solids exhibit an
excess of low-energy excitations, compared with their
crystalline counterparts [1], in which at low frequencies
the density of states (DOS) gðωÞ has a Debye behavior
gðωÞ ∝ ωd−1 in d spatial dimensions. This excess of low-
frequency modes is called a boson peak [2,3] and it is
located at a small, but nonzero, frequency.
What happens at much lower frequency? Obviously,

we find phonons, but what is there beyond phonons?
Were it possible to disregard Goldstone bosons, a scaling
gðωÞ ∝ ωδ, with δ ¼ 3 or 4, has been suggested for
disordered systems [4,5]. Still, this has not been demon-
strated nor observed. It has been stressed by Refs. [6–8] that
there are localized plastic modes, whose spectral density
reaches zero when ω goes to zero. These modes are
subdominant in the small frequency region: They are called
“plastic” because they dominate the plastic response.
These extra small frequency modes may be related to
the behavior of hard spheres at jamming [9–13].
Replica theory offers an explanation for these extramodes.

At low enough temperatures, strongly disordered mean field
models undergo spontaneous full replica symmetry breaking
(RSB). Full RSB implies a complex energy landscape with
a hierarchical structure of states and a large amount of
degenerate minima separated by small free-energy barriers
[14,15]. As a consequence, zero-temperature equilibrium

configurations can be deformed at essentially no energy
cost through easy-deformation patterns, which we name
soft modes [13,16]. These modes are localized in space, but
nonexponentially. In fact, the zero-temperature phase tran-
sition from the replica symmetric phase to the RSB phase is
accompanied by a divergence of the localization length [17].
More often than not, finding low-lying energy minima

of glassy systems is a NP problem [18]. Here, we study the
behavior of inherent structures (IS), local minima of the
energy obtained by relaxing the system from high temper-
ature (the thermal protocol should not drastically change
the DOS, at least if we remain in the replica symmetric
phase [19]). In our study we need a model with continuous
degrees of freedom. The Heisenberg model, where the
spins are three-dimensional unitary vectors, is an epitome
of the spin glass [26].
The global rotational symmetry of the Heisenberg spin

glass has far-reaching consequences. The corresponding
symmetry in structural glasses is translation symmetry
(which has similar implications). The Goldstone mecha-
nism induces soft excitations in the form of spin waves
[27]. Even in disordered systems, spin waves are efficiently
labeled by their wave vector, especially at low frequencies
(see, e.g., Ref. [28]). As a consequence, we have a Debye
spectrum gðωÞ ∝ ωd−1, i.e., extended spin waves (for
structural glasses the situation is slightly more complicated
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[29]). These symmetry-induced modes mask the physics
we aim to investigate.
Thus, we add a random magnetic field (RF) to wipe

out the symmetries. Indeed, mean field suggests that, if
small enough, our RF does not destroy the glass phase [34].
In a RF, spin waves have a positive frequency, even for
vanishing wave vector (e.g., a ferromagnet in a RF has
no soft modes). Therefore, the RF exposes the (possibly
localized) plastic modes that interest us. The resulting
spectrum has no reason to be Debye as it does not result
from plane waves. Yet, a crossover to the Debye regime
should appear when the RF is small. A similar procedure
of symmetry removal has been carried in glass-forming
liquids, by pinning a certain fraction of particles [35–39].
The Heisenberg spin offers the advantage of allowing us to
simulate unprecedentedly large systems, letting us observe
scalings of several orders of magnitude.
Here, we study the ISs starting from initial random

configurations and we do find that they are marginally stable
states: the distribution of eigenvalues of the Hessian matrix
stretches down to zero as a power law, and it is unrelated to
symmetries in the system. Furthermore, we find that the soft
modes are localized. We also take into account the anhar-
monic effects due to the complexity of the energy landscape.
We find that the energy barriers along the softest mode are
extremely small and that they connect very similar states
with a strong relationship, which we propose as an opera-
tional definition of classical two-level systems (TLS) [40].
Model.—We study the three-dimensional Heisenberg

spin glass in a RF. The dynamic variables are three-
dimensional spins ~sx, placed at the vertices x of a cubic
lattice of linear size L with unitary spacings. We have,
therefore, N ¼ L3 spins and 2N degrees of freedom due to
the normalization constraint ~s2x ¼ 1. The Hamiltonian is

HRFðj~siÞ ¼ −
X

jx−yj¼1

Jxy~sx · ~sy −
XN

x

~hx · ~sx; ð1Þ

where the fields ~hx are random vectors chosen uniformly
from the sphere of radius Hamp, and j~si indicates the full
configuration of spins ~sx. The RF breaks all rotational and
translational symmetry, removing theGoldstone bosons. The
couplings Jij are fixed, Gaussian distributed, with Jxy ¼ 0

and J2xy ¼ J2, where ð� � �Þ is the average over the disorder.
We simulated on systems of linear lattice size L ¼ 12,

24, 48, 96, 192. We chose always J ¼ 1, and we compared
it with Hamp ¼ 0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50. In the
Supplemental Material (SM) [19] we summarize the
simulation parameters [19]. The case Hamp ¼ 0 will be
treated in a future work [41], because it requires a different
type of analysis, since the spin waves do not hybridize with
the bulk of the spectrum.
Density of states.—We calculate the dynamical matrix as

the Hessian matrixM of Hamiltonian (1), calculated at the
ISs. In the SM [19] we report how the ISs were obtained, we

motivate the choice of the algorithm and the temperature of
the starting configuration j~si for the energy minimizations,
and we show how the Hessian matrix M was calculated.
Once M is known, from each simulated Hamp we

calculate the spectrum of the eigenvalues ρðλÞ or equiv-
alently, in analogy with plane waves [42], the DOS gðωÞ,
by defining λ ¼ ω2. We measure the DOS both with the
method of the moments [43–45] and by explicitly comput-
ing with ARPACK [46] the lowest eigenvalues [47].
We find that, although for large fields there is a gap in the

DOS, when the field is small enough the gap disappears and
the DOS goes to zero, developing soft modes (Fig. 1, inset).
We focus on the ρðλÞ for small λ, or even better on its

cumulative function FðλÞ ¼ R
λ
0 ρðλ0Þdλ0. If FðλÞ reaches

zero as a power law, we can define three exponents δ, α, and
γ that describe how the functions g, ρ, and F go to zero for
small λ (or ω):

gðωÞ ∼ ωδ; ρðλÞ ∼ λα; FðλÞ ∼ λγ; ð2Þ
where the exponents are related by δ ¼ 2αþ 1 ¼ 2γ − 1. In
the absence of a field, one expects a Debye-like behavior
δ ¼ d − 1 ¼ 2, α ¼ 0.5, γ ¼ 1.5 [28].
In Fig. 1 we show the function FðλÞ for fields

Hamp ¼ 0.1, 1. The plots are compared with the Debye
behavior λ1.5 and with the power law behavior λ2.5, because
our data suggest a universal behavior around γ ¼ 2.5
(δ ¼ 4, α ¼ 1.5) for all Hamp that does not exhibit a gap
[48]. See the SM [19] for the data on other Hamp [19].
When the field is small, we remark a change of trend

from γ ≈ 2.5 to γ < 1.5 at a value λ�. Very roughly
speaking, the crossover point goes as λ� ∼H−1

amp, maybe
indicating the presence of a boson peak.
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FIG. 1 (color online). Cumulative FðλÞ of the spectrum of M.
In each plot we show a black line as a reference curve
representing the power law λ2.5 and a gray line indicating the
Debye behavior λ1.5. Inset: The DOS gðωÞ calculated with the
method of the moments. In the limit of a diagonal Hamiltonian
(J ¼ 0), the DOS would be a delta function centered on
ω2 ¼ Hamp. This value is represented with vertical lines.
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Localization.—Similarly as it happens in other types of
disordered systems [49–51], the soft modes are localized,
meaning that the eigenvectors j~πni are dominated by
few components. A nice localization probe is the inverse
participation ratio, Yn ¼

P
xðj~πn;xj2Þ2=ð

P
xj~πn;xj2Þ2. If the

eigenvector jπni is fully localized in one site, then Yn ¼ 1,
whereas if it is fully delocalized, Yn ¼ 1=N. In Fig. 2
we show that the softer the eigenvectors, the more loca-
lized they are, and for infinitely large systems there is
probably a localization threshold that separates a small
fixed percentage of localized eigenvectors from the delo-
calized bulk ones.
The localization length increases as Hamp decreases; see

Fig. 2, inset. In fact, a RSB transition should cause a
localization transition at the critical Hamp [17]. However,
it is unclear whether or not a RSB transition would leave
a trace in infinite-temperature ISs [52].
Anharmonicity.—We go beyond the harmonic approxi-

mation, and take into account the relationship between
different ISs.
We study the reaction of the system to a force along a

direction jπi, normalized to one:
P

x~π
2
x ¼ 1. We examine

the softest mode, that is localized, and we compare it with
the behavior of the eigenvectors in bulk of the ρðλÞ, that
are delocalized. Therefore, we choose jπi ¼ jπ0i (softest
mode) and jπi ¼ jπrandi, a vector whose components are
chosen at random. The vector jπrandi is not an eigenvector
of M, but it is a random linear combination of all the
eigenvectors of the system. Since the bulk eigenvectors
overwhelm the soft modes by number, jπrandi will be
representative of the bulk behavior.

With the application of a forcing along j~πi, Hamiltonian
(1) is modified in

HFðj~siÞ ¼ −
X

∥x−y∥¼1

Jxy~sx · ~sy −
XN

x

ð~hx þ AF~πxÞ · ~sx; ð3Þ

where AF is the amplitude of the forcing. If AF > 0

(AF < 0), spins tilt toward (against) j~πi. We can measure
quantitatively this response of the system to the forcing
through m̂ ¼ P

x~sx · ~πx. We are interested in forcings AF
both in the linear-response regime and just out of it.
We stimulate the system with forcings of increasing

amplitude, and study when this kicks the system out of the
original inherent structure. Ideally, the forcing amplitude
AF would grow continuously. We simplify the analysis by
choosing AF ¼ Aih, where A is a carefully tuned ampli-
tude (see below), while ih is an integer. The unperturbed
Hamiltonian corresponds to ih ¼ 0, while ih ¼ �NF is our
maximum forcing (note that�ih forcings are not equivalent
due to anharmonicities).
This is how we check if new states were encountered

upon increasing the forcing. (i) For each ih, start from
the IS j~sðISÞi of the unperturbed HamiltonianHRF. (ii) From
j~sðISÞi, minimize the energy using HFðihÞ, and find a new
IS for the perturbed system, jISðihÞi. (iii) From jISðihÞi,
minimize the energy again, using HFð0Þ ¼ HRF, and find

the IS jIS�i (with elements ~sðISÞ�x ). (iv) If jIS�i ¼ j~sðISÞi, the
second minimization leads the system back to its original
configuration, so the forcing was too weak to break through
an energy barrier. On the contrary, if jIS�i ≠ j~sðISÞi, the
forcing was large enough for a hop to another valley.
To ensure well-defined forcings along j~πrandi, we nor-

malize AF with ∥j~πi∥1 ¼
P

xj~πxj. Indeed, the perturbation
in Eq. (3) is bounded by jPx~πx · ~sxj ≤ jPx~πx · ~sxj ≤
∥j~πi∥1. So, the perturbation is made extensive by choosing
AF ¼ Aih, with A ¼ NA=∥jπi∥1, where the amplitudes A
are an external parameter (of order 1), that we tuned in
order to be in the linear-response regime for small ih, and
just out of it for ih approaching NF [19].
For the softest mode, we analyzed the effect of forcings

of orderOð1Þ because larger ones lead the system out of the
linear response regime, so the amplitude of the forcings
along jπ0i is AFðihÞ ¼ Aih=∥jπi∥1.
See the SM [19] for further details about the linear-

response regime, hops between valleys, and the phenom-
enology of these rearrangements.
Two-level systems.—In the spectrum of M, ρðλÞ there is

an extensive number of very soft modes, with a localized
eigenstate. The eigenstates can connect different ISs
through the forcing procedure we described. The connec-
tion caused by such states is privileged, because the couples
of ISs are very similar one to the other. We show this in
Fig. 3, where we compare the overlap qif between the
configurations obtained through a forcing of amplitude
AFðihÞ with the typical overlap between independent ISs
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FIG. 2 (color online). Inverse participation ratio as a function
of the normalized rank i=2N of the eigenvector (i ¼ 1 has
the smallest eigenvalue, i ¼ 2 the second smallest, etc.), for
Hamp ¼ 1 (top) and Hamp ¼ 0.1 (bottom). Inset: Correlation
function CðrÞ extracted from the eigenvectors, for fields (from
top to bottom)Hamp ¼ 0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50 in L ¼ 192

lattices. See Ref. [19] for a close-up. For the smallest Hamp,
our data do not display an exponential decay, which could be
caused by a localization length larger than the system size.
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[53]. This happens for every field that produces rearrange-
ments (at Hamp ¼ 10, 50 the energy landscape is too trivial
and the forcings never lead to a new IS), as it can be seen
from Fig. 4, top, where we show only the overlap qif with
the largest forcings, of ih ¼ 10. We plot 1 − qif and put it
on log scale so it is better visible. The overlaps qif are much
closer to 1 than the overlaps of independent ISs (Fig. 3,
inset). This means that the ISs are somewhat clustered in
tiny groups that are represented by a single IS. This could
be an operational definition of classical TLS, i.e., a system
in which there are two very close states, where the
transitions from one state to the other can be treated as
independent of the rest of the system [54–58].
Moreover, the energy barriers separating these privileged

states are positive, but they do not grow with the system

size (see Fig. 10 in the SM [19]). This suggests that in the
thermodynamic limit jIS�i and j~sðISÞi are separated by an
infinitely small energy barrier, just as in a TLS.
We can get more insight on the type of rearrangement

that took place during the valley change, by defining the
cumulantW ¼ P

N
x w2

x=ð
P

N
x wxÞ2, where wx ¼ 1 − qif;x. If

the rearrangement is completely localized,W ¼ 1, whereas
if it is maximally delocalized, W ¼ 1=N. Figure 4, bottom,
shows that, as we expect, the rearrangements are localized
when we stimulate the system along the softest mode, and
delocalized when it is along a random direction.
Conclusions.—The introduction of a random field in the

Heisenberg spin glass model, besides extinguishing the
rotational symmetry, qualitatively changes the shape of its
DOS. Very strong random fields suppress the soft modes,
and a gap appears in the DOS gðωÞ. Still, soft modes do
resist the application of a random field when it is not too
large. The data are compatible with the absence of a gap,
where for small ω the DOS grows as gðωÞ ∝ ω4, differently
from the zero-field expectation, gðωÞ ∝ ω2 [13,28].
It appears that a finite fraction of the modes is localized,

suggesting a localization transition when the system
becomes large.
We also analyzed the anharmonicity of the energy

landscape, by imposing an external force on the system.
The reaction of the spin glass has a strong dependency on
the direction of application of the force. Forcings along a
random direction need to be extensively strong in order to
move the orientation of the spins. Equivalent results,
instead, can be obtained through forcings of order 1, if
they are oriented along the softest mode.
Forcings along the softest mode cause localized rear-

rangements that lead the system to a new IS that is infinitely
similar to the original one. The two states are separated
by very small energy barriers. This could be used as an
operational definition of classical TLSs.
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