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Separating between the ordinary Hall effect and anomalous Hall effect in the paramagnetic phase of
Mn1−xFexSi reveals an ordinary Hall effect sign inversion associated with the hidden quantum critical (QC)
point x� ∼ 0.11. The effective hole doping at intermediate Fe content leads to verifiable predictions in the
field of fermiology, magnetic interactions, and QC phenomena in Mn1−xFexSi. The change of electron and
hole concentrations is considered as a “driving force” for tuning the QC regime in Mn1−xFexSi via
modifying the Ruderman-Kittel-Kasuya-Yosida exchange interaction within the Heisenberg model of
magnetism.

DOI: 10.1103/PhysRevLett.115.256601 PACS numbers: 72.15.Gd, 75.30.Kz

Studying the ordinary Hall effect (OHE) in the quantum
critical (QC) regime is an important tool, which allows
choosing between various scenarios of non-Fermi liquid
behavior in various strongly correlated electron systems
[1–5]. In the case of localized magnetic moments (LMM) a
collapse of the Fermi surface (FS) expected exactly at the
quantum critical point (QCP) results in an abrupt change of
the Hall constant at zero temperature [3,4]. In contrast, no
direct evidence of the Lifshitz transition at QCP [5] is
provided for itinerant magnets in the spin density wave
model of quantum criticality [4].
This apparent distinction between localized and itinerant

behavior stimulates a particular interest to the study of OHE
in Mn1−xFexSi solid solutions. Recently, comprehensive
neutron scattering study [6,7] together with magnetic data
[8–10] and specific heat measurements [9] discovered a
QCP corresponding to the suppression of the spiral phase
with long-range magnetic order (LRO) in Mn1−xFexSi. This
QCP located at x� ∼ 0.11–0.12 [Fig. 1(a)] [6–10] is hidden
by a surrounding phase with a short-range magnetic order
(SRO) [7,9,10] that agrees well with the theoretical models
[11,12]. This SRO phase, referred to sometimes as chiral
spin liquid [11], is destroyed at the second QCP xc ∼ 0.24
(Fig. 1) [10]. The diverging of magnetic susceptibility
χðTÞ ∼ 1=Tξðξ ¼ 0.5–0.6) at x > xc [11] is proved to be a
fingerprint of the disorder-driven Griffiths (G) phase
consisting of separated spin clusters [13,14]. So not only
the modulation of exchange interactions, which seems to
induce the first QCP at x� [7,10], but also strong disorder
effects impact significantly on quantum criticality
in Mn1−xFexSi.
However, some essential features of QC behavior in this

system have not been recognized up to now. First, the

critical temperature of the LRO phase TcðxÞ does not
follow the x dependence of the ferromagnetic (F) exchange
JðxÞ, which turns zero for Fe content exceeding x�
[Fig. 1(a)] [6]. As long as LRO in Mn1−xFexSi originates
from the competing F exchange and Dzyaloshinskii-
Moriya interaction (DMI) [6,7] and DMI does not result
in any magnetic ordering itself, the different behavior of
TcðxÞ and JðxÞ indicates an intrinsic complexity of mag-
netic interactions in Mn1−xFexSi. Second, the magnetic
subsystem of Mn1−xFexSi is fragmented into spin clusters
at xc ∼ 0.24 [10]. Although this experimental fact may be
explained as a percolation-type transition [10], the most
probable neighbor of Mn magnetic ion in the treated
concentration range is a Mn magnetic ion as well. So
the factors driving the change in the topology, which
results in the formation of the Griffiths phase, need to
be clarified. Third, despite the fact that the Mn1−xFexSi
solid solutions are often considered as itinerant magnets
[11,12], local-density approximation calculations [15] and
recent magnetic resonance and magnetoresistance studies
[16,17] favor the alternative explanation based on the
Heisenberg LMM of Mn ions. Therefore, the different
behavior of the Hall effect in QC systems with LMM and
itinerant magnets [3–5] makes it possible to shed more light
on the microscopic mechanisms of quantum criticality
in Mn1−xFexSi.
This Letter addresses the aforementioned problems

through the study of the Hall effect in the paramagnetic
(P) phase of Mn1−xFexSi [Fig. 1(a)]. Currently, a noticeable
discrepancy (about two times) in the electron concentration
is reported, even for pure MnSi [18,19]. Moreover, the
recent study of the Hall effect in Mn1−xFexSi has initiated a
pessimistic conclusion that any correct Hall constant can
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hardly be estimated because OHE in this system is much
less than the anomalous Hall effect (AHE) [20]. This
difficulty is shown to be overcome by the implementation
of the data analysis developed recently for MnSi [21]
allowing the reliable determination of the OHE and AHE
contributions from experiment.
Experimental details and the set of Hall resistivity

ρHðB; TÞ and magnetization MðB; TÞ data are resummar-
ized in the Supplemental Material [22]. Low field Hall
resistivity extracted from the ρHðB; T0Þ data for B0 ¼ 0.5T
[Fig. 2(a)] shows clearly that ρH decreases with the low-
ering of temperature in the P phase for all studied crystals.
Distinct anomalies in the ρHðTÞ data are identified at the
transition into the SRO phase [arrows in Fig. 2(a)]. The
most prominent downturn of low temperature Hall resis-
tivity occurs for x ¼ 0.194 close to the SRO phase
boundary at the second QCP xc ∼ 0.24 [Fig. 2(a)].
The strong ρHðTÞ dependences [Fig. 2(a)] allow apply-

ing the procedure developed earlier to separate between
OHE and AHE in the P phase of MnSi [21]. The functional
form of the anomalous term ρaH ¼ μ0SnρnM in ρH ¼
RHBþ ρaH depends on the scattering mechanism of charge
carriers [26]. For Mn1−xFexSi the exponent n ¼ 2 corre-
sponds to the intrinsic AHE related to the k-space Berry

phase, whereas extrinsic side-jump scattering (which gives
the same value of n) is small [20,26,27]. The case of n ¼ 1
is associated with skew scattering on LMM due to spin-
orbit coupling [26].
A comparison of the ρHðT; B0Þ data within these AHE

scenarios suggests that the best approximation corresponds
to ρH=B0 ¼ fðρM=B0Þ plots [Fig. 2(b)]. So Hall resistivity
in the P phase of Mn1−xFexSi acquires the form ρH ¼
RHBþ μ0S1ρM with the fixed values of RH and S1
extracted from the linear fit in the proper graph for each
composition [Fig. 2(b)]. The obtained RHðxÞ and S1ðxÞ
dependences are presented in [Fig. 2(c)]. The validity of the
above analysis is supported by excellent agreement
between experimental ρHðT; B0Þ curves and these that
are calculated from resistivity and magnetization by using
the found OHE and AHE coefficients [Fig. 2(a)]. It is
spectacular that the rising of Fe content results in the
opposite trends of OHE and AHE changing their signs in
the P phase [see the insets in Figs. 2(b) and 2(c)]. Note
that the S1 sign inversion occurs at the concentration of
xS ∼ 0.05 much lower than that of RH [xR ≈ 0.115,
Fig. 2(c)]. The boundary dividing the S1 > 0 and S1 < 0

regions is very close to the crossover between classical and
QC fluctuations [line 3 in Fig. 1(a)] predicted for
Mn1−xFexSi [10]. This crossover induced by the hidden
QCP is also detected from resistivity data, which are
sensitive to the scattering regime of charge carriers [10].
Therefore, it is possible to suppose that the change of
magnetic scattering on spin fluctuations taking place at the
crossover line affects the skew-scattering contribution to
AHE and may be responsible for its observed inversion in
Mn1−xFexSi. However, no relevant theory describing this
effect is available at this moment.
The other important finding appears from the OHE sign

inversion detected at Fe content xR ≈ 0.115 [Fig. 2(c)]. This
fact points to the competing electron and hole contributions
to charge transport in Mn1−xFexSi. Note that the boundary
between negative ðRH < 0; x < xRÞ and positive ðRH > 0;
x > xRÞ OHE coincides with the hidden QCP x ¼ x� ≈
0.11 [Fig. 1(a), line 1]. Such an inversion of OHE may
result from the change of the FS topology in strong
magnetic fields, when the inversed cyclotron frequency
is much less than the electrons τe and holes τh relaxation
times. In this case, the corresponding Lifshitz transition at
QCP would favor a scenario based on the Heisenberg-type
model of magnetism [3].
However, this possibility does not likely meet the case of

Mn1−xFexSi. First, the data in Fig. 2 correspond evidently
to weak magnetic fields. Considering the effective con-
centrations nðxÞ and pðxÞ and mobilities μeðxÞ and μhðxÞ
for electrons and holes, respectively, the condition for
OHE sign inversion in the degenerate limit pðxRÞ −
bðxRÞ2nðxRÞ ¼ 0 [28] depends on the mobilities ratio
bðxÞ ¼ jμeðxÞ=μhðxÞj. Second, high electron effective mass
me ∼ 17m0 [29] makes it difficult to reach the high

(a)

(b)

FIG. 1 (color online). (a) Mn1−xFexSi magnetic phase diagram.
The paramagnetic (P) phase corresponds to T > TsðxÞ, TsðxÞ is
the onset of SRO. The LRO phase boundary TcðxÞ [7,10] is
supplemented with the Tcð0ÞJðxÞ=Jð0Þ data plotted from the
experimental values of exchange energy [6]. Solid lines at xS and
xR (P phase) separate the different regimes of AHE and OHE (see
text for details). Dash-dotted lines mark (1) the hidden QCP
x� ∼ 0.11, (2) the SRO suppression at xc ∼ 0.24, and (3) the
crossover between classic and quantum fluctuations [10]. (b) The
estimated nn J1ðr1Þ and nnn J2ðr2Þ exchange constants in
Mn1−xFexSi (me=mh ¼ 0.325). Circles represent the experimen-
tal JðxÞ data [7]
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magnetic field regime. Therefore, the observed RHðxÞ sign
inversion does not exclude the itinerant origin of Hall effect
peculiarities [5]. At the same time the OHE evolution in
Mn1−xFexSi suggests that the substitution of Mn with Fe
results in the effective hole doping so that the FS definitely
evolves. This opportunity is not foreseen in any models of
QC phenomena in MnSi based solids [11,12].
Quantitative information about the FS evolution crucial

for the analysis of the QC phenomena in Mn1−xFexSi can
be extracted from our RHðxÞ data under some model
assumptions. First, the main effect of substitution of Mn
by Fe is suggested to be the change of electron n and hole p
concentrations. This hypothesis based on the experimental
data [Fig. 2(c)] means that electrons are associated with
manganese, whereas holes are supplied by iron. The
simplest case assumes nðxÞ ¼ nð0Þð1 − xÞ and pðxÞ ¼
p1x (p1 is some coefficient). Second, the bðxÞ ¼
jμeðxÞ=μhðxÞj ratio is treated as a constant for the studied
concentrations. The latter supposition to be an apparently
rather rough approximation is argued below.
For bðxÞ ¼ const the expression for two groups of

charge carriers [28] may be reduced to

RHðxÞ ¼ RHð0Þ
1 − x=xR

ð1þ ax=xRÞ2
; ð1Þ

with RHð0Þ ¼ −½nð0Þjej�−1 and a ¼ bð1 − xRÞ − xR.
RHðxRÞ ¼ 0 fixes the value of p1 ¼ nð0Þb2ð1 − xRÞ=xR.
For xR ≈ 0.115 two parameter fitting by Eq. (1) describes
reasonably the RHðxÞ data with RHð0Þ ¼ ð1.48� 0.16Þ ×
10−4 cm3=C and a ¼ 0.13� 0.04 ðb ≈ 0.28Þ [solid line in

Fig. 2(c)]. The nice correlation of the fit with the RHðxÞ
points [Fig. 2(c)] proves our supposition for bðxÞ ¼ const.
Another feature can be captured from the concentration

dependence of conductivity σðxÞ in Mn1−xFexSi. Allowing
for b ¼ mhτe=meτh ¼ const (me;h and τe;h are effective
masses and relaxation times for electrons and holes) the
total conductivity may be expressed as

σðxÞ ¼ σð0Þð1þ γxÞτeðxÞ=τeð0Þ; ð2Þ
where γ ¼ bð1=xR − 1Þ − 1 ≈ 1.13. For τeðxÞ ¼ const con-
ductivity is expected to increase linearly with x [line 4 in
Fig. 2(d)]. So a pronounced decrease of the σðxÞ=σð0Þ ratio
found at x < 0.3 for T ¼ 30 K [squares in Fig. 2(d)]
suggests the strong concentration dependence of relaxation
time as estimated from Eq. (2) [circles in Fig. 2(d)]. As
scattering on spin fluctuations dominates in Mn1−xFexSi
[10,16,17], it is reasonable to suppose that this mechanism
equally affects electrons and holes providing a constant
ratio of their mobilities and relaxation times. Because spin
fluctuations control also the electron spin resonance line-
widthWðxÞ in Mn1−xFexSi [17], τe;h ∼ 1=WðxÞ is expected
in the considered model. The data set of τSðxÞ=τSð0Þ ∼
Wð0Þ=WðxÞ [17,25] [stars in Fig. 2(d)] demonstrates
evident correlation between the τSðxÞ and τðxÞ behavior
[Fig. 2(d)] that can be considered as an additional justi-
fication for the suggested model.
In our results, iron doping fills the hole FS pocket and

therefore, as long as holes are missing in pure MnSi,
Lifshits transition occurs formally at x ¼ 0 not relating to
the hidden QCP x�. This result appears to be nontrivial
because the substitution of Mn by Fe should add electrons

FIG. 2 (color online). (a) Hall resistivity ρHðT; B0Þ for pure MnSi (B0 ¼ 0.31 T) and Mn1−xFexSi (B0 ¼ 0.5 T). Arrows indicate the
onset of SRO at TsðxÞ. Solid lines are the fits by ρH ¼ RHB0 þ μ0S1ρM with RHðxÞ and S1ðxÞ shown in panel (c). For clarity, the
ρHðx > 0Þ data are shifted down by 50 nΩ cm. (b) Scaling plots of Hall resistivity ρH=B0 ¼ fðμ0S1ρM=B0Þ in the P phase of
Mn1−xFexSi solid solutions. Solid lines are the best linear fits of the data. For clarity, the data for x > 0.1 are shifted down by
40 nΩ cm=T for each composition. The inset enlarges the intersections of the unmoved best fits with y axis. (c) Hall constant RH (open
circles) and AHE coefficient S1 (filled circles) in Mn1−xFexSi. The solid line is the fit by Eq. (1). (d) Reduced conductivity σðxÞ=σð0Þ
(1), electron transport relaxation time τðxÞ=τð0Þ (2), and spin relaxation time τSðxÞ=τSð0Þ [17,25] (3) for T ¼ 30 K. Line 4 is the
σðxÞ=σð0Þ dependence expected for τeðxÞ ¼ const.
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to Mn1−xFexSi and hence electron doping rather than hole
one may be expected. However, in the analyzed temper-
ature diapason the case x ¼ 1 (pure FeSi) corresponds to
p-type conductivity proven by the Hall effect [30–32] and
thermopower [32,33] data. Therefore, the doping effect
discovered in the present work meets available experi-
ments. From the theoretical point of view the spectrum
around Fermi energy in Mn1−xFexSi is formed by ten very
flat bands resulting from the combination of 3d (Mn, Fe)
and 3s, 3p (Si) states [34,35]. Because of the complexity of
the problem, ab initio calculations available up to now have
provided no reliable estimates of charge carriers’ concen-
trations and signs either for MnSi or for FeSi [34–37]. The
additional difficulty appears to be due to the necessity of
the correct accounting of the Coulomb repulsion and the
valence fluctuation suppression effect [38]. Nevertheless,
we believe that advanced band structure calculations for
Mn1−xFexSi will be rewarding and the results of the present
work may serve as a “reference point” in further theoretical
analysis.
The essential factor for stimulating of any ab initio

calculations is the availability of the quantitative criteria for
the Mn1−xFexSi band structure. This option cannot be
obviously provided by the estimated mobility ratio
b ¼ 0.28 due to the lack of the τe;h values. The final part
of the Letter shows that such a criteria may be obtained
from the careful analysis of exchange interactions
in Mn1−xFexSi.
Although these compounds are generally treated as

itinerant magnets, few works discuss the microscopic
“driving force” for QC phenomena for MnSi-based solids
in the itinerant paradigm not allowing for any possibility of
FS transformation [12]. On the contrary, the discovered
change of electron and hole concentrations under the
substitution of Mn by Fe should result in the modulation
of effective Ruderman-Kittel-Kasuya-Yosida (RKKY)
exchange within the Heisenberg picture of magnetism.
Note that magnetic interactions in 3dmetals are not generally
described by the RKKY approach due to the itinerant origin
of magnetism [39]. However, we cannot ignore clear
evidence for LMMs of Mn in Mn1−xFexSi deduced from
experiment or postulated in theory [15–17,25].
The extending of the general expression for the RKKY

interaction [39] to the two groups of charge carriers with
quadratic isotropic dispersion results in

Jðx;rÞ ¼ Jð0; rÞφ½αðrÞð1− xÞ1=3�þ ðmh=meÞφ½α0ðrÞx1=3�
φ½αðrÞ� ;

ð3Þ
with φðzÞ ¼ z cosðzÞ − sinðzÞ, αðrÞ ¼ 2kFeð0Þr, and
α0ðrÞ ¼ αðrÞðaþ xRÞ2=½xRð1 − xRÞ� (see [22] for details).
In this model the nearest neighbor (nn) exchange for
x ¼ 0 in the B20 structure happens to be ferromagnetic
J1ðr1 ¼ 2.80 ÅÞ > 0, whereas the next nearest neighbor

(nnn) exchange is antiferromagnetic (AF) and J2ðr2 ¼
4.39 ÅÞ < 0 [Fig. 1(b); see [22,40] for details].
Fitting of the experimental JðxÞ data for Mn1−xFexSi [7]

by Eq. (3) shows that the hole contribution (the second term
in the nominator) is important as long as it stays negative
and its absolute value increases noticeably with x. At the
same time the tiny variation of electron term in the
nominator does not account for the experimental JðxÞ
evolution [circles in Fig. 1(b)]. The best fit of the J1ðxÞ data
within Eq. (3) [line 1 in Fig. 1(b)] corresponds to
me=mh ¼ 0.325, which may serve as a reference value
for band structure calculations. If me=mh is fixed Eq. (3)
gives the nnn exchange J2ðxÞ ¼ Jðx; r2Þ [line 2 in
Fig. 1(b)] without any additional parameters.
The J1ðxÞ and J2ðxÞ evolution with Fe doping allows us

to state some other important findings. First, the nn
exchange changes sign at xJ ∼ 0.17 [Fig. 1(b)]. Thus,
the FS transformation in Mn1−xFexSi is proved to tune
effectively the magnetic interaction from F J1ðx < xJÞ > 0
to AF J1ðx > xJÞ < 0. Second, the opposite signs of J1 and
J2 for x < xJ and the same signs of J1 and J2 for x > xJ
mean the strong influence of frustration on the magnetic
properties of Mn1−xFexSi pointed out earlier for MnSi
based solids [41]. Because the absolute values of J1 and J2
are equal near QCPs x� and xc, frustration should essen-
tially affect the resultant spin configuration. So the dis-
crepancy between TcðxÞ and JðxÞ [4] [Fig. 1(a)] may be
induced by the nnn AF interaction. The strong frustration
effects are also expected in the “tail” of the SRO phase
(Fig. 1) facilitating segmentation into spin clusters and the
formation of a Griffiths phase for x > xc [10].
In summary, the novel approach to the Hall effect study

in the P phase of Mn1−xFexSi allowed finding the depend-
ences of the OHE and AHE constants RH and S1 on the Fe
content. Hole doping induced by the substitution of Mn
with Fe proves that two groups of charge carriers contribute
to OHE in Mn1−xFexSi. The fact that the observed RðxÞ and
S1ðxÞ sign inversions are definitely associated with the
hidden QCP x� ∼ 0.11 reveals the relationship of these
transport anomalies to the QC transition between LRO and
SRO phases.
Our quantitative analysis leads to some predictions in the

field of fermiology, magnetic interactions, and QC phe-
nomena in Mn1−xFexSi to be verified by experiments. In
particular, the rising of Fe content is expected to reduce the
electron FS section filling the pocket with heavier holes
(mh=me ≈ 3). The discovered FS evolution is not foreseen
by the itinerant models of quantum criticality in
Mn1−xFexSi [11,12]. On the contrary, the LMM approach
predicts a strong frustration affecting the position of the
hidden QCP x� ∼ 0.11 and facilitating (together with the
disorder) the SRO suppression and the formation of
the G phase for x > xc ∼ 0.24. As long as the exchange
energies are tuned via the RKKYmechanism, the change of
electron and hole concentrations may be considered as a
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microscopic driving force for QC in Mn1−xFexSi. In
this respect, the smooth redistribution between the electron
and hole FS pockets established for x < 0.3 in this work
needs to be independently verified by rigorous band
calculations and angle-resolved photoemission spectros-
copy experiments.
The most striking consequence of the LMM approach is

the F to AF J1ðxÞ evolution occurring in Mn1−xFexSi at
xJ ∼ 0.17. The different types of magnetic interactions
modulated by Fe content make the SRO phase inhomo-
geneous in the range x� < x < xc. Simultaneously, the G
phase ðx > xcÞ should be constructed from AF rather than
F spin clusters. Besides, the DMI and the spiral structures
need to be treated by different ways for x > xJ and x < xJ.
As far as this unusual behavior can be hardly expected in
itinerant models [11,12], verifying of this prediction may
be considered as an experimentum crucius for Heisenberg-
type models of magnetism suggested for Mn1−xFexSi.
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