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Evaporation is the process by which water changes from a liquid to a gas or vapor, and is a key step in
Earth’s water cycle. At the molecular level, evaporation requires breaking at least one very strong
intermolecular bond between two water molecules at the interface. Despite the importance of this process
the molecular mechanism by which an evaporating water molecule gains sufficient energy to escape from
the surface has remained elusive. Here, we show, using molecular dynamics simulations at the water-air
interface with polarizable classical force field models, that the high kinetic energy of the evaporated water
molecule is enabled by a well-timed making and breaking of hydrogen bonds involving at least three water
molecules at the interface, the recoil of which allows one of the molecules to escape. The evaporation of
water is thus enabled by concerted, ultrafast hydrogen-bond dynamics of interfacial water, and follows one
specific molecular pathway.
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Water evaporation is the phenomenon that a single water
molecule and/or a cluster of water molecules completely
break the hydrogen bonds (HBs) with other water
molecules located in the water-air interface and move to
the gas-phase region. Understanding and controlling water
evaporation is essential for Earth’s water cycle, saving
purified drinking water and keeping the humidity constant
in a closed space, as well as for chemical processes [1].
Furthermore, the rate of the evaporation has been known to
affect the global climate: The evaporation of water from
atmospheric aerosols controls the formation of cloud
droplets, influencing the solar radiation scattering cross
section of those particles [2–5]. The apparent importance of
aerosols for chemical and physical atmospheric processes
has stimulated much work aimed at a macroscopic under-
standing of droplet growth, shrinkage, and mass transport
of water in and on aerosols [6–8]. These results demon-
strate that molecular-level insights into the condensation
and evaporation of water are critical for understanding the
behavior of aqueous aerosols. The very strong intermo-
lecular interactions that occur in water through the HBs
between molecules make unusually low evaporation and
high condensation coefficients compared to other, non-
hydrogen bonded, liquids.
Based on these motivations, the condensation and

evaporation coefficients of aqueous interfaces have been
examined both experimentally [9–13] and theoretically
[14–19]. Molecular dynamics (MD) studies have focused
on the thermodynamics of the transition from the con-
densed phase to the gas phase. MD simulations combined
with enhanced sampling methods have been used to show
that the evaporation process can be considered as a ballistic
escape from energetically stable bulk and interfacial water
[16]. It has further been found that the loss of the accepted

HBs and the recognition of the first solvation shell play a
critical role in the evaporation process [19]. Furthermore,
Mason analyzed the MD trajectories of the water molecules
evaporated from the water droplet and found that the
evaporation occurs after the collision of two water mole-
cules, in a non-HB fashion (i.e., through hydrogen-
hydrogen or oxygen-oxygen interactions) [18]. Although
these previous studies have addressed the detailed thermo-
dynamics of water’s evaporation, they have not provided a
definitive view on how a water molecule can gain sufficient
kinetic energy to move from the interface to the vacuum;
the free energy of 10–12kBT (25–30 kJ=mol) is required
for a water molecule to move from the interface to the
vacuum at room temperature [16].
In this Letter, by conducting MD simulation at the water-

vapor interface, we reveal that a water molecule which will
evaporate (molecule A) gains large momentum by colliding
with another interfacial water molecule (molecule B) before
the evaporation. Surprisingly, we found that, for evapora-
tion of molecule A to occur, molecule B must form a HB
with yet a third interfacial water molecule (molecule C)
44� 13 fs before the A-B collision; molecule A does not
evaporate when this well-timed HB is not formed. It is the
momentum released in the B-C interaction that allows A to
escape. As such, the mechanism is reminiscent of momen-
tum transfer in a Newton’s cradle.
MD simulations were performed using an ab initio based

polarizable and flexible POLY2VS force field water model
[20]. Five-hundred water molecules were contained in a
simulation cell of volume 26.6 × 26.6 × 160 Å3 [21].
Periodic boundary conditions were employed. We prepared
32 sets of initial coordinates and velocities. The initial
velocities were adjusted to have similar total energy among
these 32 systems. MD runs extending over 100 ps have
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been made in the microcanonical ensemble, allowing the
systems to be equilibrated. After the equilibration, we ran
600 ps MD trajectories for these samples. The temperature
averaged over the total 19.2 ns MD trajectory was
330.9� 1.4 K. During the MD simulations, we found
325 water molecules moving from one interface to the
other interface through the vacuum region by crossing
periodic boundary, which was regarded as water evapora-
tion. We analyzed the data by investigating all 325
evaporation events. A snapshot of a typical evaporation
event obtained from the MD simulation is depicted in
Fig. 1. We have also performed the simulation with a
nonpolarizable and rigid SPC/E model [22] to check
whether our observables are universal when the different
force field model is used. The details of the simulation
procedure and results can be found in the Supplemental
Material [23], showing that the conclusions presented here
equally hold for the SPC/E model.
Before coming to the results, we briefly comment on the

reliability of these models by comparing the interfacial
water properties predicted from simulation with experi-
mental observations. The SPC/E model has been frequently
used as a representative model for liquid water. This water
model reasonably reproduces the experimentally measured
macroscopic properties of the water-vapor interface such
as surface tension [31] and vapor pressure [32]. For the
POLI2VS water model, its prediction of the microscopic
structure of interfacial water can be tested against the
surface-specific vibrational sum-frequency spectra. This
model reproduces the vibrational signatures [21,33] of
interfacial water molecules at the water-air interface as
well as the surface tension [33]. Since the vibrational
signatures are sensitive to the molecular orientation along
the surface normal and HB of the interfacial water
molecules, the comparison of the vibrational spectra
provides a critical test for describing the microscopic
structures of the interfacial water. The good agreement
with experimentally measured surface tension and vibra-
tional spectroscopic data, as well as the very similar trend
of the evaporation kinetics for the SPC/E and POLI2VS
water models shown below, indicate that these force field

models provide a reliable description of the interfacial
water dynamics [34].
Motivated by Ref. [18], which showed that immediately

prior to evaporation a final collision occurs, we analyzed
the last interaction for the evaporated water molecule A
with the surface from the MD trajectories. We define
molecules A and B as follows. Molecule A is defined to
be evaporated when it moves from one to the other
interface. By tracing the MD trajectories backward in time,
we can follow the molecule A back to the interface, to
interact with interfacial water molecules. Molecule B is
defined as the molecule that A last interacted with before
evaporating. Details of the identification of molecule B can
be found in the Supplemental Material [23]. For this last
collisionlike A-B interaction, time zero was defined as the
time when the distance between the oxygen atoms of
molecules A and B (OA and OB atoms, respectively, see
Fig. 1) was shortest in the MD trajectories.
To monitor the variations of the center of mass (c.m.)

velocities of molecules A and B, we calculated the time
evolution of the angles formed by the vector pointing from
OB to OA atoms at t ¼ 0 fs and the c.m. velocity vector of
the respective water molecules. The OB − OA vector at
t ¼ 0 fs is the reference axis for calculating the c.m.
velocity directions. The angles averaged over the 325
evaporation events for the system are plotted in Fig. 2(a),
showing that the angle of the c.m. velocity is strongly
modulated between t ¼ −20 to 20 fs. The instantaneous
change of the angle indicates that indeed, molecules A and B
collide with each other through this interaction, consistent
with the previous study [18]. Before this collision the vector
of the c.m. velocities of molecule A with respect to the
OB − OA vector was ∼110� 30°, then molecules A and B
collide and slip in a direction perpendicular to the OB − OA

FIG. 1 (color). Snapshots of an evaporating water molecule.
Molecules A and B are depicted in bold, while the other water
molecules are depicted thin. The molecules with gray color
indicate the water molecules 200 fs earlier. The horizontal lines
are to guide the eyes. FIG. 2 (color). (a) Time evolutions of the center of mass

velocity vector of molecules A and B before and after the
collision. (b) Time evolutions of the rOA−M and rOB−M together
with the time reversed (mirror) image of rOA−M and rOB−M for the
systems. (c) Time evolutions of the kinetic energies of molecules
A and B. Dotted line denotes the averaged kinetic energy. For (a),
(b), and (c), the error bars represent the standard deviations of 325
events. (d) Schematic picture of the trajectories of molecules A
(blue arrow) and B (green arrow).
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vector, and the c.m. velocity of molecule A after the collision
has similar direction of the c.m. velocity of molecule B
before the collision. The angle changes by ∼75° due to the
A-B collision for the POLI2VS model. A very similar trend
is found for the SPC/E model [Fig. S2(a) in the
Supplemental Material [23]], indicating that the mechanism
is independent of the water model used here.
Subsequently, we calculated the OA −M (rOA−M) and

OB −M (rOB−M) distances as a function of time, where M
was located at the midpoint of OA and OB positions at
t ¼ 0 fs. The time evolutions of the averaged distances are
displayed in Fig. 2(b). This shows that molecule A moves
faster after the A-B collision than before the collision, while
the momentum of molecule B is dramatically reduced due
to the collision. The same trend can be again seen for the
SPC/E water model [Fig. S2(b) in the Supplemental
Material [23]]. The observation of a time asymmetry,
i.e., that rOA−MðtÞ ≠ rOB−Mð−tÞ for t > 0, implies that
this collision cannot be accounted for within the momen-
tum conservation of only molecules A and B. Apparently,
three-body effects are essential for molecule A to gain its
unexpectedly large momentum, allowing it to move away
from the interface. We also calculated the time evolution of
the kinetic energy from the atom velocities, which is shown
in Fig. 2(c). This indicates that the loss of the kinetic energy
of molecule B is smaller than the gain of A for the collision.
A schematic summary of the molecular trajectories is
provided in Fig. 2(d).
To understand the mechanism by which molecule A gains

its excess kinetic energy from other water molecules in
liquid water, we explored the HB dynamics of molecules A
and B. The number of HBs can be readily quantified from
the simulations using the definition based on the electronic
occupancies (see Ref. [36] and below). The HB number
increases by 1 for each HB donated or accepted by a water
molecule. Figure 3(a) shows that, for the evaporation
trajectories, there is near-unity probability for a HB between
A and B at t ¼ 0 fs, as expected. The average HB number of

molecule A excluding the HB with B, represents a con-
tinuously decreasing function with time, from 0.5 to 0 over
the 600 fs time window around the evaporation event,
implying that A is interacting increasingly weakly with
water molecules other than B. The smaller average HB
number of molecule A than B indicates that A has sub-
stantially less HBs with other water molecules. Interestingly,
the average HB number of molecule B excluding the HB
with A peaks ∼50 fs prior to the A-B collision. This shows
thatB interacts very strongly with yet a third water molecule,
which we will denote as molecule C, at a well-determined
time prior to evaporation.
While the average HB number is informative, it relies on

a binary description (0 or 1). The trajectories-averaged
strength of the HB is a better (because nonbinary) measure
of the interactions between water molecules, and can be
readily quantified by the electronic occupancy of the σ�OH
antibonding orbitals between donor and acceptor [36]:

Nðd;ψÞ ¼ expð−d=0.343AÞð7.1 − 0.05ψ þ 0.00021ψ2Þ:
ð1Þ

This description relies on the HB interactions to cause
electron transfer from the donor to the acceptor with
electrons occupying the σ� orbitals, resulting in the increase
in N. As such, N can be considered as a suitable parameter
to quantify HB interactions. d denotes the intermolecular
Oi…Hj distance between water molecules i and j, and ψ is
the angle formed by this Oi…Hj vector and the normal to
the plane formed by water molecule i. The criterion
whether or not a HB is formed is given, in this formalism
by a HB cutoff value of 0.0085 [36], providing the data in
Fig. 3(a).
The occupancyN of molecule Awith all the molecules in

a simulation cell except B, and that of molecule B with all
the molecules except A are plotted in Fig. 3(b) together with
the occupancy calculated from the A-B pair. N shows a
similar time dependence as the average HB number, yet
provides clearer peaks, as is seen from the comparison of
Figs. 3(a) and 3(b). This higher time resolution, as well as
the ability to quantify the HB strength, is useful to identify
the dynamics of the water conformations. Therefore, here-
after, we focus on the time evolution of N.
First of all, it is instructive to see that the maximal

electronic occupancy of the A-B pair achieved at t ¼ 0 fs
indicates that the A-B bond is a very strong HB. Second,
the electronic occupancy of molecule B increases after
t ¼ ∼ − 150 fs and shows a prominent peak at t ¼ −44 fs.
From t ¼ −150 to −44 fs, the electronic occupancy
increases by N ¼ ∼0.0143, i.e., much larger than the HB
cutoff value of 0.0085. This means that a water molecule C,
while not directly involved in “launching” molecule A,
forms a HB with B and that the A-B collision is strongly
correlated in time with the B-C HB formation. Specifically,
the B-C electronic occupancy peaks at t ¼ −44 fs. As it

FIG. 3 (color). Time evolutions of (a) the HB number (average
number of hydrogen bonds) and (b) the electronic occupancies
for water molecules A and B. These are averaged over the 325
evaporation events.
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drops, the electronic occupancy for the A-B pair is rapidly
enhanced, to peak at t ¼ 0 fs. This clearly illustrates that
the evaporation of A is not a simple two-body phenomenon,
but is correlated with motion of molecule C, which is not
hydrogen bonded to molecule A but to B, with the B-C HB
strength peaking 44 fs before the A-B HB is at its strongest
(at t ¼ 0 fs).
To confirm the importance of the relative timing of the

A-B collision and the B-C HB formation for the evapo-
ration process, we suspended (i.e., froze) the motion of
molecules A and B for a waiting time T 0, from t ¼ −100 to
t ¼ −100þ T 0 fs. We chose t ¼ − 100 fs, because mol-
ecule B starts to gain the kinetic energy at t ¼ −100 fs as
shown in Fig. 2(c). Subsequently, upon “unfreezing” the
water molecules at t ¼ −100þ T 0 fs in the MD runs, they
regained their velocities at t ¼ −100 fs. Simulation
details can be found in the Supplemental Material [23].
The success rate for evaporation is shown as a function of
waiting time T 0 in Fig. 4, while the variation of the
electronic occupancies of molecules A and B are displayed
in the Supplemental Material [23]. If the evaporation were
determined only by A-B interactions, temporarily freezing
molecules A and B should not greatly affect the evapo-
ration probability. Remarkably, the evaporation success
rate decays to zero with an ultrashort time constant of
13 fs. This clearly illustrates that the evaporation of
molecule A is sensitive to the timing of the B-C HB
formation; evaporation requires a delicately timed inter-
play of HB making and breaking of several molecules at
the interface. Without this interplay, evaporation simply
does not occur.
To elucidate why the timing of the interactions of the

three water molecules governing this evaporation event is
so critical, we consider a simple model with the three
particles (D1, D2, D3), each representing a water molecule,
aligned along a one dimensional axis, on which the
particles collide. By changing the time interval of the

D1 −D2 collision time and D2 −D3 collision time, the
kinetic energy of particle D1 before and after the collision
was simulated. Note that particles D1, D2, and D3 corre-
spond to molecules A, B, and C, respectively. For sim-
plicity, consider that the interaction between particles D2

and D3 is described by a harmonic potential, while the
interaction of particles D1 and D2 is described by a
discontinuous stepwise potential. Consider T is the oscil-
lation period for the D2 −D3 harmonic potential. In this
case, it is easy to understand that particle D2 can transfer
maximum kinetic energy to D1 when they collide 0.25 T
after the timewhen theD2 −D3 distance is minimum, since,
at that moment, the momentum of D2 is maximal. The
similar results can be obtained by using anharmonic poten-
tials (see Supplemental Material [23]). Given the known HB
stretch oscillation period of T ¼ 180 fs [37], our simple
model predicts that molecule A can gain the maximum
momentum 0.25 T ≈ 45 fs after the B-CHB formation. This
is in excellent agreement with the 44 fs time delay between
the A-B collision and B-C HB formation obtained from
Fig. 3. This indicates that the evaporation event is dictated by
the HB stretching mode and the evaporation of molecule A
occurs by transferring the kinetic energy gained through the
B-C HB formation to A.
Our study shows that for obtaining the additional

necessary kinetic energy required for evaporation, a con-
certed process of the HB formation and breaking is
required. Moreover, the very weak temperature dependence
of the experimentally measured evaporation coefficients
indicates that the entropic barrier to evaporation is possibly
due to the geometric requirement of the evaporated water
molecules [38]. This study accounts for this, by the
concerted HB formation of the interfacial water molecules
required for evaporation.
In summary, we have performed MD simulation at the

water-air interface and analyzed the dynamics of the
evaporated water molecules. Our simulations reveal that
the large energetic barrier associated with evaporation of a
water molecule from the water surface can only be over-
come by a concerted, well-timed motion of several water
molecules in which an instantaneous HB between two
water molecules releases energy to the third, which can
evaporate. Furthermore, this study indicates that by pre-
venting the water molecules from forming HBs sequen-
tially, the evaporation can be strongly suppressed. This
points the way to the design of new surface-active mole-
cules which suppress water evaporation.
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FIG. 4 (color online). Success rate for molecule A to evaporate
as a function of the delay time T 0, averaged over 325 evaporation
events, highlighting the importance of the relative timing of A-B
and B-C HB formation for the evaporation.
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