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We theoretically investigate the nonadiabatic subcycle electron dynamics in orthogonally polarized two-
color laser fields with comparable intensities. The photoelectron dynamics is simulated by exact solution to
the 3D time-dependent Schrodinger equation, and also by two other semiclassical methods, i.e., the
quantum trajectory Monte Carlo simulation and the Coulomb-corrected strong field approximation.
Through these methods, we identify the underlying mechanisms of the subcycle electron dynamics and find
that both the nonadiabatic effects and the Coulomb potential play very important roles. The contribution of
the nonadiabatic effects manifest in two aspects, i.e., the nonadiabatic ionization rate and the nonzero initial
velocities at the tunneling exit. The Coulomb potential has a different impact on the electrons’ trajectories

for different relative phases between the two pulses.
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Advances in attosecond technologies have opened up
unprecedented opportunities for timing and controlling the
electronic dynamics in atoms and molecules [1,2]. A
crucial step for attosecond physics is to realize a stable
and controllable electric field waveform of an optical pulse
[3-5] so that the tunneling dynamics and the subsequent
motion of the electron can be controlled [6-8]. The
structural or dynamical information of the system can be
retrieved by measuring the harmonic generation spectra or
the differential distributions of the photoelectrons [9-13].
Among many other approaches to shape the optical wave
form, the orthogonally polarized two-color (OTC) scheme
has proved to be a simple but powerful tool to steer the
motion of the electrons both temporally and spatially
[14-24].

Depending on the value of the Keldysh parameter y =
w/2I,/E, [25], the photoionization can be distinguished
by the tunneling (y < 1) and multiphoton (y > 1) regimes.
Here, w and E| are the laser field frequency and amplitude,
respectively, and 7, is the ionization potential. Despite the
above applications of the OTC scheme in various subjects,
it was only recently that there have been several experi-
ments on a differential measurement of the photoelectrons
in the context of OTC fields [26,27]. Similar to many other
experiments performed with linearly or elliptically polar-
ized laser fields, an adiabatic tunneling of the electron is
treated as the starting point to interpret these data. In the
adiabatic model, it is assumed that the electron tunnels
through a static or quasistatic barrier formed by the electric
field and the binding potential of the atom [28]. However,
many strong-field experiments are performed in the inter-
mediate range of y ~ 1, where the concept of nonadiabtic
tunneling should be adopted [29,30]. In the nonadiabatic
picture, the electron tunnels through a time-dependent
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barrier, under which the electron acquires energy. In the
case of the elliptically or circularly polarized field, the
barrier is rotating in time and the electron cannot adiabati-
cally follow the change of the barrier. For nonadiabatic
effects in circularly polarized laser fields, the nonzero
initial transverse momentum at the tunneling exit has
recently attracted a lot of attention [31-38]. However,
for circularly polarized laser fields, one cannot observe
subcycle interference structures, which contain rich infor-
mation of structures and dynamics. We show here by
applying an OTC field, the subcycle interference can be
effectively controlled and significant nonadiabatic effects
can be identified.

The electric field of the OTC pulses can be expressed
as E(1) = Eo[f(1) cos(@ )i + Bf2(1) cos(ant + Ap)R],
where f and Ag, respectively, represent the ratio of the
electric field strength and the relative phase of the two
linearly polarized pulses. According to the value of f, the
OTC schemes can be roughly divided into two different
categories: when f is much smaller than 1, the second pulse
only acts as a weak probe or control pulse and does not
significantly contribute to the ionization [27]; on the
contrary, when S ~ 1, the two pulses contribute to both
ionization and propagation of the electronic wave packets
(EWPs) [26]. For the case of the OTC field with compa-
rable intensities, the initial tunneling ionization coordinates
are determined by both pulses and the Keldysh parameter
associated with the second harmonics is usually larger than
one. In this situation significant nonadiabatic effects are
expected to emerge.

In this Letter, we systematically investigate the
nonadiabatic subcycle dynamics of EWPs generated from
a H atom in the OTC field with comparable intensities by
three different methods, i.e., the exact solution to the 3D
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time-dependent Schrodinger equation (TDSE) [39,40], the
adiabatic quantum-trajectory Monte Carlo (QTMC) simu-
lation [41,42], and the nonadiabatic Coulomb-corrected
strong-field-approximation (CCSFA) [43-45]. Both the
QTMC and CCSFA methods fully consider the effects
of the Coulomb potential in the electron’s trajectory
propagation. The integration of the classical action for
each trajectory in both methods allows one to trace the
origins of the interferences in the resultant momentum
distributions. Depending on Ag, the electron trajectories
are controlled by electric fields of both pulses and the ionic
Coulomb potential, which lead to very complicated inter-
ference structures in the final momentum distributions. We
successfully disentangle different contributions to the
distinctive interference structures in each domain of the
electron momentum distribution. Comparing the results of
these two semiclassical methods with the TDSE calcula-
tions, we find clear evidence of the nonadiabatic effects,
1.e., the nonadiabatic ionization rate and the nonzero initial
velocities at the tunneling exit, which will dramatically
influence the momentum spread and the interference
visibility of the ionized EWPs. Moreover, we demonstrate
that the Coulomb potential plays important roles in the
EWP dynamics. We conclude that the electron’s dynamics
is jointly determined by the nonadiabatic effects at the
tunneling exit and the role of the Coulomb potential in the
electron’s propagation process. We show that all these
effects can be manipulated by changing Ag of the
OTC pulse.

In our calculations, the OTC field is synthesized by a four-
cycle trapezoidal (1 + 2 + 1) laser pulse at 800 nm in Z with
its second harmonic (400 nm) in X. In the following, we only
focus on discussion the case of f = 1 with an equal peak
intensity of 7, = 1 x 10'* W/cm?, since the resultant elec-
tron spectra are similar and our main conclusions hold when
the intensity of the second harmonic is varied around [,
within 25%. Figure 1 shows the electron momentum dis-
tributions calculated by the three different methods (in each
row) in the polarization plane, for three different Ag
(in each column). From the ab initio TDSE calculations
[Figs. 1(al)-1(a3)], we can see that the momentum distri-
butions and the interference patterns are sensitively depen-
dent on Ag. For example, for the cases of 0.25z and 0.757,
both the recent experimental measurements [26] and our
TDSE results show distinctive differences. The CCSFA
method faithfully reproduces all the main features of the
exact TDSE results except some inevitable caustics [44] in
the p, > 0 plane. However, the QTMC simulation only
qualitatively gives part of the interference patterns with an
underestimate of the global size of the momentum spread and
inaccurate description of the relative yield in each domain of
the momentum plane. First, we will show how the interfer-
ences among the EWPs are manipulated by changing Ag.

Different from the streaking case [27], there are four
significant EWPs (instead of two) generated in each
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FIG. 1 (color online). Electron momentum distributions in the
polarization plane of the OTC field with three different Ag
(shown on top of each column), respectively, calculated by the
TDSE (first row), CCSFA (second row), QTMC (third row)
methods. The black rectangle in (al) marks the interference
patterns caused by the EWP wl and w2 for Ap = 0.257; see

Fig. 2(a) for an illustration.

fundamental laser cycle. The ionization rates and the
emission times of the four EWPs can be controlled by
changing the relative phase of the two pulses. To identify
the subcycle interference patterns formed by changing A,
in Fig. 2(a), we schematically illustrate the electric field
within one cycle of the 800 nm pulse for Ap = 0.25z7,
together with the four peaks of the ionization rates. Also
shown in Fig. 2(a) is the resultant momentum distribution
simulated by the strong field approximation (SFA) without
consideration of the interference among the four EPWs
(denoted by wl-w4). However, the interferences among
the EWPs will significantly alter the final momentum
distributions in the polarization plane, as shown in
Figs. 2(b)-2(e) for four different Ag. Apparently, by
varying Ag, one can control the emission time, the
ionization rate, and the phase accumulation of each
EWP, which all change the interference fringes’ space,
shape, and contrast in the final momentum distributions.
The gross interference patterns can be analyzed within
the framework of SFA by the phase difference accumulated
in the laser fields for two EWPs, ie., AS=
Ji2dr{ip+ A()]*+1,}, where 1, and 1, is the birth
time of each EWP. The position of the interference maxima
can then be expressed as a series of circles given by
(pX+F JAt)?+(p.+F./At)> =R?, where At =1, —t,,

f f2 drA(7), and R is a constant related to the laser
parameters and I,. One notes that for Ap = 0.25z and
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FIG. 2 (color online). (a) Illustration of the subcycle EWPs
dynamics for Ag = 0.25z. Four EWPs (denoted by wl-w4) are
created at each cycle of the 800 nm pulse. (b)—(e) Subcycle
interference patterns for different Ag, calculated by SFA. Also
shown upon the momentum distribution is p = —A(¢) for Ap =
0.257 and 0.757, respectively, in (c) and (e) as color lines. Four
different colors represent the timing sequence of the four EWPs
as the same in (a).

0.757, according to p = —A(¢), they should have the
same momentum distribution. Indeed, one can see from
Figs. 2(c) and 2(e) that the overlap of wl and w2 for both
cases forms very similar butterflylike interference patterns.
However, the interference patterns close to p, = 0 (caused
by w2 and w4 for 0.25x, and by w1’ and w3’ for 0.757)
curve in different directions. This can be explained by
observing the vector potential shown in Fig. 3(a). For the
case of 0.257, the integral of the vector potential along X
approximately equals to zero because w2 and w4 are
separated by about one cycle of 400 nm, which is also
the same for wl’ and w3’ in the case of 0.75z. On the
contrary, the integral of the vector potential along Z is quite
different for these two relative phases, i.e., F, < 0 for 0.25z
and F, > 0 for 0.75z, which means that the interference
rings will, respectively, center around (p, =0, p, > 0) for
0.25z and around (p, =0, p, <0) for 0.75z. All the
interference structures for different Ag can be qualitatively
analyzed by the simple formula given above.

The above interference analysis based on SFA for a
single-cycle case gives a global view of how the four EWPs
are generated and the critical dependence of the momentum
distributions on Ag. For the case of multiple-cycle pulses
with the consideration of the Coulomb potential, the gross
interference features are still visible but with the super-
positions of the intercycle interferences, as shown in Fig. 1.
In addition, the relative yields in each domain in the
momentum plane are drastically influenced by the
Coulomb potential. Both the QTMC and the CCSFA
methods qualitatively reproduce the main features of the
TDSE results. However, the CCSFA has a much better
performance than the QTMC method.
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FIG. 3 (color online). (a) lonization rates extracted from the
CCSFA for Ap = 0.257 (solid thin green) and 0.757z (solid thick
blue), respectively. Also shown are the ADK rate (black dashed-
dotted) for the QTMC method at 0.25z and the laser fields for the
800 nm pulse. (b) Same as (a) but for Ap = 0.57.

We now turn to discuss to the nonadiabatic effects in the
OTC context, manifested in both the ionization rate and the
nonzero initial velocities at the tunneling exit. As shown in
Fig. 1, the QTMC method only qualitatively reproduces
part of the main features in the TDSE results. For example,
the butterflylike interference patterns marked by the black
rectangle in Fig. 1(al) are almost absent in Fig. 1(c1) by the
QTMC calculations, which are, however, well reproduced
by the CCSFA method. We will show that these discrep-
ancies originate from the nonadiabatic effects. The ioniza-
tion rate is given adiabatically in the QTMC method by the
ADK formula and nonadiabatically implied in the CCSFA
method. In Fig. 3(a), we show the normalized ionization
rates from both methods. For the case of 0.257, one finds
that the ionization rate of the EWPs w1 and w3 calculated
by the CCSFA method is significantly higher than the ADK
rate [28] for the QTMC method. As mentioned above, the
interference patterns in the black rectangle come from the
overlap of the EWPs w1 and w2. A lower ionization rate of
the wave packet w1 leads to a low interference contrast. On
the contrary, for Ag = 0.5z [Fig. 3(b)], the normalized
ionization rate of each EWP is almost the same for the
QTMC and the CCSFA method. Therefore, at 0.57 we can
turn to investigate another type of nonadiabatic effect,
i.e., the nonzero initial velocities at the tunneling exit
[33-35,42]. The Coulomb potential is incorporated only in
the propagation process in our QTMC and CCSFA calcu-
lation and thus does not influence the initial momentum
distribution. So we can choose to “turn off” the Coulomb
potential in the semiclassical model, and for a better
comparison we only incoherently sum the electron’s final
momentum in the same bin to exclude the interference
effects. Figure 4(a) shows the final momentum distribution
for Ap = 0.5z calculated by CCSFA with p, <0 and
QTMC with p, > 0, respectively. A distinct difference in
the momentum spread can be found between these two
models. The moment #; in Fig. 4(a) illustrates the negative
value of the vector potential when the ionization rate
reaches its maxima. We can see that the most probable
electrons calculated by the QTMC are well located on the
line predicted by the classical description p = —A(f;),
while the most probable electrons calculated by the CCSFA
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FIG. 4 (color online). (a) Momentum distribution for
Ap = 0.5z, respectively, calculated by the CCSFA and the
QTMC methods. The green and black solid curves shows
p = —A(?). (b) The initial transverse and longitudinal momen-
tum distributions extracted from the CCSFA, respectively, at time
t; and t,, marked in (a). The full blue line represents the initial
transverse momentum distribution obtained by the QTMC model.

are notably larger than this prediction. Actually, in the
CCSFA method the final momentum is given by
P = Pini — A(?). In the following, we will show that this
nonzero initial momentum Pp;,; at the tunneling exit
contributes to these discrepancies between the CCSFA
and the QTMC methods.

In both of the two semiclassical methods, the initial
momentum distributions at the tunneling exit can be easily
extracted. Figure 4(b) shows the extracted initial longi-
tudinal and transverse momentum for both methods at time
t; and t,, respectively. For the QTMC method, the initial
momentum is known to be a Gaussian-like distribution
for the transverse momentum p; apk [the blue line in
Fig. 4(b)], and the longitudinal momentum is set to be zero.
Also shown in Fig. 4(b) are the initial transverse (circles)
and longitudinal (diamonds) momentum distribution
extracted from the CCSFA method, for time #; (open
symbols) and 7, (filled symbols), respectively. At time
t1, both the transverse and longitudinal momentum have a
Gaussian-like distribution, whose peaks are centered at a
nonzero value, with the latter one having a much narrower
width. For the time 7, at which the ionization rate is much
lower, both the initial transverse and longitudinal momen-
tum distributions are centered at a much bigger nonzero
value. Meanwhile, one sees that the width of the initial
longitudinal momentum distribution for ¢, is larger than
that of ¢;. The nonzero central value of the initial transverse
momentum leads to the deviation of the final momentum
from the classical prediction p = —A(¢). The increasing
width of the nonzero initial longitudinal momentum dis-
tribution as the decrease of the ionization rate leads to a
larger momentum spread along the direction of p = —A ().
Furthermore, we have calculated the central value of the
initial momentum for different A¢g at the moment when the
electric field of the OTC pulse reaches its maximum. We
find that both the nonzero initial transverse and longitudinal
momentum are the largest at Ap = 0.57.

Both the nonadiabatic ionization rate and the nonzero
initial velocities at the tunneling exit determine the initial

coordinates of the tunneling electrons in the semiclassical
model. We now give a more detailed discussion on the
impact by the Coulomb potential. The Coulomb potential
significantly influences the electron trajectories in the
propagation process for different relative phases of the
two pulses. Without the Coulomb potential, the gross
structures of the momentum distribution are similar for
A@ = 0.257 and 0.75z. In the accurate TDSE calculations
[Figs. 1(al) and 1(a3)], most of the electrons for Ap =
0.257z are driven to the p, < O plane, while most of the
electrons form narrower stripe structures in the p, >0
plane for Ag = 0.75z. These differences in the subcycle
dynamics can be analyzed by the CCSFA method for the
dominant EWP w1’ for 0.757 and EWP w2 for 0.25x,
respectively [cf., Fig. 3(a)]. The tunneling exit of these two
EWPs are determined by ro(t) = [/ d'[po + A(#')], where

po is the asymptotic momentum without the Coulomb
correction and ¢, satisfies the saddle point equation
[po + A(1,)]* = —21,. We note that the different emission
time of these two EWPs [Fig. 3(a)] will lead to a different
tunneling exit, i.e., for w2: z < 0 and x > 0, forwl’: z > 0
and x < 0. With the consideration of the Coulomb poten-
tial, the electron’s final asymptotic momentum can be
expressed as p =pg— flg‘;(tr)[r(t)/ r3(t)]dt. Neglecting
the Coulomb potential, the asymptotic momentum p, is
the same for these two EWPs. Then the Coulomb
correction to the undisturbed momentum p, is given by

Ap = fae () /P (0)]de = [, adX(0)/ P (D)dr &
—[r(t,)/r*(t,)]At, where At is a small time interval and ¢, is
the real part of #,. In this time interval the electron is around
the core and the Coulomb force is most important; after a
time of At the electron will travel away and the Coulomb
potential can be ignored. We can see that Ap is strongly
affected by the tunneling exit. For Ap = 0.257: 7 < 0 and
x > 0, the corresponding momentum distribution is shifted
by the Coulomb field to the Ap, > 0 and Ap, < 0 domain,
which leads to a higher ionization probability in the p, < 0
plane. Similarly, the momentum distribution is shifted to
the Ap, < 0 and Ap, > 0 domain for Ap = 0.75z. The
above analysis shows that, for an OTC field with a different
Ag, the tunneling exit is different, which will lead to a
different influence of the Coulomb force when the electron
is around the core immediately after the ionization.

In conclusion, we have carried out a systematical study
over the complicated interference structures in the OTC
context with comparable intensities. We successfully iden-
tified the physical mechanisms for the critical phase
dependence of the subcycle electron dynamics. By com-
paring three different methods, i.e., the ab initio TDSE
calculation, the adiabatic QTMC method, and the non-
adiabatic CCSFA simulation, we identify the nonadiabatic
effects in the OTC scheme. Our study provides a complete
understanding of the important roles played by the
Coulomb potential and by the nonadiabatic effects in the
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OTC scheme. We believe the important effects identified in
the present work can be experimentally observed in the
near future with a high-resolution measurement.
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