# Quantum State Smoothing 

Ivonne Guevara and Howard Wiseman<br>Centre for Quantum Computation and Communication Technology (Australian Research Council), Centre for Quantum Dynamics, Griffith University, Brisbane, Queensland 4111, Australia<br>(Received 13 March 2015; revised manuscript received 28 July 2015; published 30 October 2015)


#### Abstract

Smoothing is an estimation method whereby a classical state (probability distribution for classical variables) at a given time is conditioned on all-time (both earlier and later) observations. Here we define a smoothed quantum state for a partially monitored open quantum system, conditioned on an all-time monitoring-derived record. We calculate the smoothed distribution for a hypothetical unobserved record which, when added to the real record, would complete the monitoring, yielding a pure-state "quantum trajectory." Averaging the pure state over this smoothed distribution yields the (mixed) smoothed quantum state. We study how the choice of actual unraveling affects the purity increase over that of the conventional (filtered) state conditioned only on the past record.
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Estimation theory is used to assign values to parameters of interest, whose true values are unknown, using the available data. These parameters may evolve dynamically, and new data may arrive dynamically, through a continuous measurement process. Estimation in this instance is nontrivial because there can be noise associated with the measurement, noise affecting directly the dynamical system due to its environment, and initial uncertainty in the parameters. Optimal estimation theory can be formulated using the Bayesian approach to statistics, whereby the observer's knowledge of the parameters is described by a conditional probability distribution $\wp_{C}$, also known as a Bayesian state. If this state is conditional on measurements at earlier times, it is called a filtered state $\wp_{F}$, while if it is conditional on alltime (both earlier and later) measurements, it is called a smoothed state $\wp_{s}$. Smoothing uses more complete information than filtering, and so typically delivers a probability distribution that is purer (that is, having less entropy).

In the flourishing and important area of quantum estimation theory [1-12], much has been learnt from classical estimation theory. The analogy between quantum states and classical Bayesian states has been fruitful even in quantum foundations [13-15]. In particular, the stochastically evolving conditioned state $\rho_{C}$ of an open quantum state, as introduced by physicists [16-21] and applied in quantum control [1,22-29], is now understood to be analogous to the classical filtered state $[25,30-34] \wp_{F}$ (and so for clarity we write it as $\rho_{F}$ ). However, the situation is very different regarding smoothing.

The term "quantum smoothing" was introduced by Tsang [35,36] in 2009 to mean smoothed estimation of classical parameters that affect the evolution of a quantum system, using the results of measurements on that system. It has been shown to be useful to the problem of estimating a stochastically varying optical phase using the all-time photocurrent record, both theoretically $[37,38]$ and experimentally $[39,40]$.

It has also been applied to the problem of estimating an unknown result from a measurement on a quantum system at one time, using records obtained both before and after that time, again both theoretically [41] and experimentally [42]. However, none of the above define a quantum smoothed state-that is, a positive operator $\rho_{S}$ that is analogous to a Bayesian smoothed state $\wp_{s}$. There is a good reason for this lack, which is most easily stated in the Heisenberg picture [35]: quantum operators for a system at a given time commute with operators representing the results of earlier measurements on that system, but do not commute with operators representing the results of later measurements on that system [1].

In this Letter we show that there is a situation in which it is possible to define quantum state smoothing, producing a positive state $\rho_{S}$ conditioned on both earlier and later results. The situation is that of open quantum systems under partial observation, which is the typical situation experimentally [26,28,29]. The system has couplings to several baths (all assumed Markovian). An experimenter, Alice, is able to monitor some of them, yielding the record $\mathbf{O}$ she observes. Other baths are not monitored by her, but hypothetically they could be monitored by another party, yielding results $\mathbf{U}$ unobserved by Alice. The "true" state $\rho_{T}$ conditioned on both observed ( $\mathbf{O}$ ) and unobserved $(\mathbf{U})$ records would be pure, while that conditioned only on $\mathbf{O}$ is mixed. The crucial point is that the record $\mathbf{U}$, comprising classical variables ( $c$ numbers), can be estimated by applying smoothing to the record $\mathbf{O}$, and in this way Alice can obtain a smoothed quantum state $\rho_{S}$. As in the classical case, this is typically purer than $\rho_{F}$, and a better approximation to $\rho_{T}$.

We first review the necessary theoretical background. Then we explain how our smoothed quantum state $\rho_{S}$ is quite different from the "past quantum state" (actually a pair of operators) introduced in Ref. [41]. We also show that our approach subsumes classical state estimation by smoothing, also known as the hidden Markov model (HMM)
technique [43]. A HMM is applicable to quantum systems only when they are effectively classical (i.e., always diagonal in a particular basis) as in Refs. [44-46]. We apply our method to a genuinely quantum system (i.e., one which is not diagonal in a fixed basis)-a coherently driven two-level atom, the radiation from which is partly observed. We take the known record to be generated by homodyne detection, and the unknown record to be that corresponding to photon absorption, as this is the most intuitive picture of what happens to photons that are lost into the laboratory surroundings. These lost photons result in impurity in the standard (filtered) conditioned system state. We show that our smoothing technique can, on average, eliminate up to $26 \%$ of this impurity. Our investigations shed light on how well we can know the trajectory of a partially observed open quantum systems, and the relation between the quantum and classical versions of state smoothing.

Types of estimation.-Consider a classical dynamical system described by parameters $\mathbf{x}_{t}$ (bold font indicates a vector of parameters) which is monitored to yield a noisy output at each time $\mathbf{r}_{t}$. We denote a measurement record $\mathbf{R}_{\Omega}=\left\{\mathbf{r}_{t}: t \in \Omega\right\}$, where $\Omega \subseteq\left[t_{0}, T\right]$ is typically some finite time interval. Bayesian estimation involves data processing to infer the conditional classical state

$$
\begin{equation*}
\wp_{\mathbf{R}_{\Omega}}\left(\mathbf{x}_{\tau}\right) \equiv \operatorname{Pr}\left[\mathbf{x}_{\tau}^{\text {true }}=\mathbf{x}_{\tau} \mid \mathbf{R}_{\Omega} ; \wp_{0}\right] \tag{1}
\end{equation*}
$$

where $\wp_{0}$ describes the a priori statistics of $\mathbf{x}$ at the initial time $t_{0}$. It is also useful to define the unnormalized state

$$
\begin{equation*}
\tilde{\wp}_{\mathbf{R}_{\Omega}}\left(\mathbf{x}_{\tau}\right) \equiv \wp_{\mathbf{R}_{\Omega}}\left(\mathbf{x}_{\tau}\right) \frac{\wp\left(\mathbf{R}_{\Omega} \mid \wp_{0}\right)}{\wp_{\mathrm{ost}}\left(\mathbf{R}_{\Omega} \mid \wp_{0}\right)} \propto \wp\left(\mathbf{R}_{\Omega}, \mathbf{x}_{\tau} \mid \wp_{0}\right) . \tag{2}
\end{equation*}
$$

Here, the $\wp\left(\mathbf{R}_{\Omega} \mid \wp_{0}\right)$ is the actual distribution for $\mathbf{R}_{\Omega}$, while $\wp_{\text {ost }}\left(\mathbf{R}_{\Omega} \mid \wp_{0}\right)$ is an "ostensible" distribution for it-it is positive and normalized, but is otherwise arbitrary and does not depend on $\mathbf{x}_{t}$ [47].

There are three types of estimation worth distinguishing [48,49]: filtering, retrofiltering (as we call it), and smoothing (see Fig. 1). If—as in feedback control problems-for the time of interest $\tau$ there is only access to earlier results, $\overleftarrow{\mathbf{R}}_{\tau} \equiv \mathbf{R}_{\left[t_{0}, \tau\right)}$, the optimal protocol is filtering: $\wp_{F}\left(\mathbf{x}_{\tau}\right) \equiv$ $\wp_{\overline{\mathbf{R}}_{\tau}}\left(\mathbf{x}_{\tau}\right)$. If there is access only to later results, $\overrightarrow{\mathbf{R}}_{\tau} \equiv \mathbf{R}_{[\tau, T)}$,


FIG. 1 (color online). Classical estimation classes depending on the measurement record considered relative to $\tau$, time at which the signal is to be estimated. (Adapted from Ref. [35]).
the optimal protocol is retrofiltering: $\wp_{R}\left(\mathbf{x}_{\tau}\right) \equiv \wp_{\overrightarrow{\mathbf{R}}_{\tau}}\left(\mathbf{x}_{\tau}\right)$. As its name implies, this is simply the time reverse to filtering, but starting with an uninformative final state $\wp\left(\mathbf{x}_{T}\right) \propto 1$. Finally, if the all-time record $\stackrel{\leftrightarrow}{\mathbf{R}} \equiv \mathbf{R}_{\left[t_{0}, T\right)}$ is available, with $t_{0}<\tau<T$, then all the information can be utilized by the technique of smoothing: $\wp_{S}\left(\mathbf{x}_{\tau}\right)=\wp_{\stackrel{\mathbf{R}}{ }}\left(\mathbf{x}_{\tau}\right)$. This combines filtering and retrofiltering, using unnormalized states [36]:

$$
\begin{equation*}
\wp_{S}\left(\mathbf{x}_{\tau}\right)=\frac{\tilde{\wp}_{R}\left(\mathbf{x}_{\tau}\right) \tilde{\wp}_{F}\left(\mathbf{x}_{\tau}\right)}{\int d \mathbf{x}_{\tau}^{\prime} \tilde{\wp}_{R}\left(\mathbf{x}_{\tau}^{\prime}\right) \tilde{\wp}_{F}\left(\mathbf{x}_{\tau}^{\prime}\right)} \tag{3}
\end{equation*}
$$

Here, one of the states (most conveniently the retrofiltered one) is defined using an uninformative prior, $\wp_{0} \propto 1$, to prevent double counting of the a priori information.

Quantum analogues of (retro)filtering.-An extension of these results to quantum mechanics has been done partially. Quantum trajectory theory [16] is the analogue of classical state filtering. A quantum trajectory describes the path (in "density operator space") of the state of the quantum system through time, conditioned on the measurement result $\mathbf{r}_{t}$ in each infinitesimal interval $[t, t+d t)$. Note that the path may be continuous (quantum diffusion) or discontinuous (quantum jumps) $[1,16]$. This process is described by a set (indexed by $\mathbf{r}_{t}$ ) of measurement operations (completely positive maps) $\mathcal{M}_{\mathbf{r}_{t}}$, that evolve the state forward in time [47]:

$$
\begin{equation*}
\tilde{\rho}_{F}(t+d t)=\mathcal{M}_{\mathbf{r}_{t}} \tilde{\rho}_{F}(t) \tag{4}
\end{equation*}
$$

Starting with $\rho\left(t_{0}\right)=\rho_{0}$, this procedure generates the state conditioned on the whole past record: $\tilde{\rho}_{F}(\tau)=\tilde{\rho}_{\overline{\mathbf{R}}_{\tau}}(\tau)$. This is an unnormalized state (as indicated by the tilde), analogous to Eq. (2). That is, the normalized version $\rho_{F}(\tau)$ generates the correct filtered probability distribution $\wp_{F}\left(x_{\tau}\right)$ for any system observable $\hat{X}_{\tau}$, while

$$
\begin{equation*}
\operatorname{Tr}\left[\tilde{\rho}_{F}(\tau)\right] \wp_{\text {ost }}\left(\overleftarrow{\mathbf{R}}_{\tau} \mid \rho_{0}\right)=\wp\left(\overleftarrow{\mathbf{R}}_{\tau} \mid \rho_{0}\right) \tag{5}
\end{equation*}
$$

The corresponding analogue for Bayesian state retrofiltering has been set out in Ref. [35]; it is the solution of the adjoint of Eq. (4),

$$
\begin{equation*}
\hat{E}_{R}(t)=\mathcal{M}_{\mathbf{r}_{t}}^{\dagger} \hat{E}_{R}(t+d t) \tag{6}
\end{equation*}
$$

In this case the effect operator evolves backwards from the final uninformative effect $\hat{E}(T)=I$ towards $\hat{E}_{R}(\tau) \equiv \hat{E}_{\overrightarrow{\mathbf{R}}_{\tau}}(\tau)$, conditioned on the record $\overrightarrow{\mathbf{R}}_{\tau}$ in the future of $\tau$. This solution $\hat{E}_{\overrightarrow{\mathbf{R}}_{\tau}}(\tau)$ determines the statistics of $\overrightarrow{\mathbf{R}}_{\tau}$ :

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{E}_{R}(\tau) \rho_{\tau}\right] \wp_{\text {ost }}\left(\overrightarrow{\mathbf{R}}_{\tau} \mid \rho_{\tau}\right)=\wp\left(\overrightarrow{\mathbf{R}}_{\tau} \mid \rho_{\tau}\right) \tag{7}
\end{equation*}
$$

Quantum smoothing?-A naive approach to construct a quantum smoothed state, given the quantum analogues of filtering $\rho_{F}$ and retrofiltering $\hat{E}_{R}$, would be to combine them directly as in Eq. (3) so that $\rho_{S}(\tau) \propto \rho_{F}(\tau) \hat{E}_{R}(\tau)$. However, as pointed out in Ref. [35], the result is not in general Hermitian or (even if symmetrized) positive semidefinite.

Therefore, it cannot correspond to a physical state. As discussed in the introduction, there is a deep reason for this, which is why Tsang gave quantum smoothing the restricted meaning of estimating an external classical parameter $\mathbf{x}$.

The filtered state $\rho_{F}(\tau)$ and the retrofiltered effect $\hat{E}_{R}(\tau)$ are sufficient to best estimate, from the all-time record $\overleftrightarrow{\mathbf{R}}$, the result of any measurement performed on the system at time $\tau$. For this reason, Gammelmark et al. declared the pair $\Xi=\left(\rho_{F}, \hat{E}_{R}\right)$ to be "the past quantum state" $[41]$. They did not define a quantum state in the usual sense (i.e., a density operator) combining the future and past information. While our notion of quantum state smoothing also makes use of filtered states and retrofiltered effects, it is quite different in that: it applies only to partially observed open quantum systems; it defines a quantum state in the usual sense; and it can be compared directly to quantum state filtering by measures such as purity, similarly to the classical case.

Quantum state smoothing.-The key idea for quantum state smoothing is illustrated in Fig. 2. Consider an open quantum system with two groups of output channels $(b, c)$. An observer Alice monitors the first group, $b$, yielding the all-time measurement record $\stackrel{\leftrightarrow}{\mathbf{O}}$. A hypothetical observer monitors the second group $c$, yielding a record $\stackrel{\leftrightarrow}{\mathbf{U}}$ unobserved by Alice. The true state of the system $\rho_{\mathrm{T}}(t) \equiv$ $\rho_{\overline{\mathbf{O}}_{t}, \overline{\mathbf{U}}_{t}}(t)$ is conditioned on both measurement records. If $\rho_{0}$ is pure then $\rho_{T}(t)$ will be pure for all times; no extra conditioning could possibly give a better (more pure) state. However Alice's conditional state, calculated in the conventional way (filtering),

$$
\begin{equation*}
\rho_{F}(t) \equiv \rho_{\overline{\mathbf{O}}_{t}}(t)=\mathrm{E}_{\overline{\mathbf{U}}_{t} \mid \mathbf{0}_{t}}\left[\rho_{\overline{\mathbf{O}}_{t}, \overline{\mathbf{U}}_{t}}(t)\right], \tag{8}
\end{equation*}
$$

will be mixed, because of the averaging over the unobserved record-here $\mathrm{E}_{A \mid B}[X]$ means the expected value of $X$, averaged over $A$, for a given $B$. Note that this averaging does not have to be done explicitly-it is implicit in the


FIG. 2 (color online). The quantum state smoothing problem: to best approximate the unknown true state of a quantum system, conditioned on both observed $(\mathbf{O})$ and unobserved $(\mathbf{U})$ records, given access only to $\mathbf{O}$. This requires one to estimate $\mathbf{U}_{t}$ up to time $t$ using the full record for $\stackrel{\leftrightarrow}{\mathbf{O}}$ (before and after $t$ ).
quantum trajectory theory as in Eq. (4) and is independent of how the channels $c$ are monitored.

The crucial insight is that Alice can do better, when averaging over $\overleftarrow{\mathbf{U}}_{t}$, by using information in the future of $t$, to define a positive-definite smoothed quantum state

$$
\begin{equation*}
\rho_{S}(t)=E_{\overline{\mathbf{U}}_{t}(\stackrel{\mathbf{0}}{ }}\left[\rho_{\overline{\mathbf{o}}_{t}, \overline{\mathbf{U}}_{t}}(t)\right] \equiv \sum_{\overline{\mathbf{U}}_{t}} \wp_{S}\left(\overline{\mathbf{U}}_{t}\right) \rho_{\overline{\mathbf{O}}_{t}, \overline{\mathbf{U}}_{t}}(t), \tag{9}
\end{equation*}
$$

Here, $\wp_{S}\left(\overleftarrow{\mathbf{U}}_{t}\right)=\wp_{\stackrel{\rightharpoonup}{\mathbf{o}}}\left(\overleftarrow{\mathbf{U}}_{t}\right)=\operatorname{Pr}\left[\stackrel{\text { U }}{t}_{\text {tue }}=\overleftarrow{\mathbf{U}}_{t} \mid \overleftrightarrow{\mathbf{O}}, \rho_{0}\right]$ is the probability distribution for the unobserved record prior to $t$, obtained by smoothing from the all-time observed record $\stackrel{\leftrightarrow}{\mathbf{O}}$. Note that $\wp_{S}\left(\overleftarrow{\mathbf{U}}_{t}\right)$ yields exactly the same type of information as the past quantum state of Ref. [41], except that it is more general-it specifies the probability of a continuous monitoring record $\stackrel{\mathbf{U}}{\text {, not just a result of a measurement at one }}$ point in time, and is conditioned on another record, $\stackrel{\leftrightarrow}{\mathbf{O}}$, covering the same time interval, not just records strictly earlier and strictly later. Unlike the classical stochastic process $\mathbf{x}_{t}$ considered previously by Tsang [35], the record $\overleftarrow{\mathbf{U}}_{t}$ is of quantum origin-its statistics are undefined without a quantum system. Nevertheless, it is still a time series of $c$ numbers with well-defined statistics and so there is no conceptual problem in applying his theory of quantum smoothing to obtain $\wp_{S}\left(\overleftarrow{\mathbf{U}}_{t}\right)$, and, thereby, $\rho_{S}(t)$.

We now show how to calculate Eq. (9). For definiteness and simplicity, we consider a single channel (b) yielding homodyne photocurrent $y_{t}$ and a single channel (c) yielding an unobserved photon count $n_{t}$. These processes are related to the dynamics of the quantum system via the joint measurement operation $\mathcal{M}_{n_{t}, y_{t}}$ defined such that $\mathcal{M}_{y_{t}}=$ $\sum_{n_{t}=0}^{1} \wp_{\text {ost }}\left(n_{t} \mid \overleftarrow{Y}_{t}\right) \mathcal{M}_{n_{t}, y_{t}}$, for a convenient choice of $\wp_{\text {ost }}\left(n_{t} \mid \overleftarrow{Y}_{t}\right)$ [47]. By standard techniques [1], $\mathcal{M}_{n_{t}, y_{t}}$ lets us generate a typical sample of the all-time records $\stackrel{\leftrightarrow}{O}=\stackrel{\leftrightarrow}{Y}$ and $\stackrel{\leftrightarrow}{\mathbf{U}}=\stackrel{\leftrightarrow}{N}^{\text {true }}$. For all but one purpose (see below), the latter is irrelevant, but using the former we calculate the filtered state $\rho_{\bar{Y}_{t}}(t)$ from Eq. (4) and the retrofiltered effect $\hat{E}_{\vec{Y}_{t}}(t)$ from Eq. (6), with $\mathcal{M}_{y_{t}}$ in place of $\mathcal{M}_{\mathbf{r}_{t}}$ [50]. Next, we generate a large ensemble $\mathfrak{F}_{\text {ost }}$ of random samples of $\stackrel{\leftrightarrow}{U}=\stackrel{\leftrightarrow}{N}$, according to the ostensible distribution $\wp_{\text {ost }}\left(n_{t} \mid \overleftarrow{Y}_{t}\right)$. For each sample we calculate an associated pure state $\tilde{\rho}_{\bar{Y}_{t}, \bar{N}_{t}}(t)$, conditioned on both records, from Eq. (4) with $\mathcal{M}_{n_{t}, y_{t}}$ in place of $\mathcal{M}_{\mathbf{r}_{t}}$ [51].

Elementary manipulation of probabilities [47] gives $\wp_{S}\left(\overleftarrow{N}_{t}\right) \equiv \wp\left(\overleftarrow{N}_{t} \mid \stackrel{\leftrightarrow}{Y}\right) \propto \wp\left(\vec{Y}_{t} \mid \overleftarrow{N}_{t}, \overleftarrow{Y}_{t}\right) \wp\left(\overleftarrow{N}_{t} \mid \overleftarrow{Y}_{t}\right)$. Using the equations for multiple channels corresponding to Eq. (7),

$$
\begin{equation*}
\wp\left(\vec{Y}_{t} \mid \overleftarrow{N}_{t}, \overleftarrow{Y}_{t}\right)=\operatorname{Tr}\left[\hat{E}_{\vec{Y}_{t}} \rho_{\bar{N}_{t} \bar{Y}_{t}}\right] \wp_{\mathrm{ost}}\left(\vec{Y}_{t}\right), \tag{10}
\end{equation*}
$$

and to Eq. (5),

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{E}_{\vec{Y}_{t}} \tilde{\rho}_{\bar{N}_{t} \overleftarrow{Y}_{t}}\right] \wp_{\mathrm{ost}}\left(\overleftarrow{N}_{t} \mid \overleftarrow{Y}_{t}\right)=\operatorname{Tr}\left[\hat{E}_{\vec{Y}_{t}} \rho_{\bar{N}_{t} \bar{Y}_{t}}\right] \wp\left(\overleftarrow{N}_{t} \mid \overleftarrow{Y}_{t}\right) \tag{11}
\end{equation*}
$$

we finally obtain, from Eq. (9),
$\rho_{S}(t) \propto \sum_{\bar{N}_{t}} \wp_{\text {ost }}\left(\overleftarrow{N}_{t} \mid \overleftarrow{Y}_{t}\right) \times \rho_{\bar{Y}_{t}, \bar{N}_{t}}(t) \operatorname{Tr}\left[\hat{E}_{\vec{Y}_{t}}(t) \tilde{\rho}_{\bar{Y}_{t}, \bar{N}_{t}}(t)\right]$.
We can approximate this weighted average over all possible unobserved records using the ensemble $\mathfrak{F}_{\text {ost }}$ drawn from the appropriate ostensible distribution, as discussed in the preceding paragraph. This is the method we use below to find the smoothed quantum state.

Example.-Consider a two-level atom, with driving Hamiltonian $\hat{H}=(\Omega / 2) \hat{\sigma}_{x}$ in the interaction frame, and radiative damping described by a Lindblad operator $\sqrt{\gamma} \hat{\sigma}_{-}$ [1]. We take a fraction $\eta$ of the fluorescence to be observed by homodyne detection, so $\hat{b}=\sqrt{\gamma \eta} \hat{\sigma}_{-}$. The remainder is absorbed by the environment, which we model as an unobserved record of photon counts, as discussed above, with $\hat{c}=\sqrt{\gamma(1-\eta)} \hat{\sigma}_{-}$. For a fixed $\stackrel{\leftrightarrow}{Y}$ we can compare $\rho_{S}$ with $\rho_{F}$ on the interval $[0, T]$. At the final time $\rho_{S}(T)=\rho_{F}(T)$ because there is no more future record $\vec{Y}_{T}$ to give extra information to $\rho_{S}(T)$. Also, we take the initial state to be pure, $\rho_{0}=|1\rangle\langle 1|$, which guarantees that $\rho_{T}$ is pure and that $\rho_{S}(0)=\rho_{F}(0)$.

To evaluate the advantage gained by smoothing over filtering, we use the purity,

$$
\begin{equation*}
P\left[\rho_{C}(t)\right]=\operatorname{Tr}\left[\rho_{C}^{2}(t)\right] \tag{13}
\end{equation*}
$$

where $\rho_{C}$ could be either $\rho_{F}$ or $\rho_{S}$. If (as is the case in simulations) we know the true unobserved record $\stackrel{\leftrightarrow}{N}$ true we can also calculate the fidelity of the conditioned state to the true state $\rho_{T}(t)=\rho_{\bar{Y}_{t}, \stackrel{N}{t}_{t}^{\text {true }}}(t)$,

$$
\begin{equation*}
F\left[\rho_{T}(t), \rho_{C}(t)\right]=\operatorname{Tr}\left[\rho_{T}(t) \rho_{C}(t)\right] \tag{14}
\end{equation*}
$$

It is easy to show [47] that these measures are related by

$$
\begin{equation*}
\mathrm{E}\left\{P\left[\rho_{C}(t)\right]\right\}=\mathrm{E}\left\{F\left[\rho_{T}(t), \rho_{C}(t)\right]\right\} \tag{15}
\end{equation*}
$$

where the ensemble averages here are over the actual distributions for $\stackrel{\leftrightarrow}{N}$ true and $\stackrel{\leftrightarrow}{Y}$.

In Fig. 3(a) we show typical trajectories, for $Y$ homodyne $[\Phi=\pi / 2]$ for a randomly generated true state $\rho_{T}(t)=$ $\rho_{\bar{Y}_{t}, \bar{N}_{t}}(t)$ featuring one jump at $t \approx 1.8$. In this, case, $\rho_{T}, \rho_{S}$, and $\rho_{F}$ are all confined to the $Y-Z$ plane of the Bloch sphere, as shown. We plot Eqs. (13)-(14) in Figs. 3(b) and 3 (c), respectively. It is notable from (b) that $\rho_{S}$ anticipates the jump in $\rho_{T}$ and its uncertainty about the timing of the jump leads to a lower purity in the region of the jump than the nonanticipating $\rho_{F}$. Similarly, 3(c) shows that the fidelity of $\rho_{S}$ to $\rho_{T}$ decreases below that of $\rho_{F}$ prior to the jump, but is higher after the jump. In Fig. 3(d) we see that if there is no jump, the fidelity with $\rho_{T}$ is always greater for $\rho_{S}$.

We confirm that smoothing enables better state estimation on average by calculating the average purity, for $10^{3}$


FIG. 3 (color online). (a) Trajectories in the Bloch sphere for our model system with $\Omega=20, \gamma=1$, and $\eta=10 / 11$. The states shown are $\rho_{F}$ (filtered, blue), $\rho_{S}$ (smoothed, purple) and $\rho_{T}$ (true, green) for a case where the true record includes a jump. We also plot the purities (b) and fidelities with $\rho_{T}$ (c) of these $\rho_{F}$ and $\rho_{S}$. The purities for a record with no jump are shown in (d). To compute $\rho_{S}$ we average over an ensemble of $10^{4}$ hypothetical unobserved records $N$.
realisations of $\stackrel{\leftrightarrow}{Y}$. Recall from Eq. (15) that higher purity means higher fidelity with the true state. We plot this in Fig. 4 for two different local oscillator phases: $\Phi=\pi / 2(Y$ homodyne) in 4(a) and $\Phi=0$ ( $X$ homodyne) in 4(b). Because the driving of the atom causes $\hat{\sigma}_{y}$ to oscillate at a frequencies $\Omega \gg \gamma$, it is harder to track the state of the atom using $Y$-homodyne detection, and the purity of the filtered


FIG. 4 (color online). Average purity for the case considered for filtered and smoothed states. The average has been calculated with $10^{3} \stackrel{\leftrightarrow}{Y}$ records, each one of them calculated with $10^{4}$ estimated $\stackrel{\leftrightarrow}{N}$ records. The figure shows the results obtained form a $Y$ homodyne measure (top) or $X$ homodyne (bottom).
state is lower than for $X$-homodyne detection [52]. It is the former case which shows the greatest improvement in purity under smoothing: about $26 \%$ of the purity lost, because of the unobserved radiation, is recovered in 4(a) compared to about $12 \%$ in 4(b).

One can easily show [47] that our theory of quantum state smoothing includes as a special case the HMM that applies [41,44,45] to quantum systems that (unlike our atomic example) have no coherences and so are effectively classical. For genuinely quantum systems there are many questions about state smoothing to explore, including the following: what happens if one assumes the unobserved unraveling to be different from photon counting; is there a relation between quantum state smoothing and the "most probable path" formalism of Refs. [53,54]; does the HMM inevitably emerge in the classical limit, and does quantum smoothing necessarily work best in that limit; and what experiments would show uniquely quantum aspects of quantum state smoothing?
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