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Measurement-device-independent quantum key distribution (MDI QKD) is a substantial step toward
practical information-theoretic security for key sharing between remote legitimate users (Alice and Bob).
As with other standard device-dependent quantum key distribution protocols, such as BB84, MDI QKD
assumes that the reference frames have been shared between Alice and Bob. In practice, a nontrivial
alignment procedure is often necessary, which requires system resources and may significantly reduce the
secure key generation rate. Here, we propose a phase-coding reference-frame-independent MDI QKD
scheme that requires no phase alignment between the interferometers of two distant legitimate parties. As a
demonstration, a proof-of-principle experiment using Faraday-Michelson interferometers is presented. The
experimental system worked at 1 MHz, and an average secure key rate of 8.309 bps was obtained at a fiber
length of 20 km between Alice and Bob. The system can maintain a positive key generation rate without
phase compensation under normal conditions. The results exhibit the feasibility of our system for use in
mature MDI QKD devices and its value for network scenarios.
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Quantum key distribution (QKD) [1–5] provides an
optimal way for two distant parties (Alice and Bob) to
share secret keys because of its unconditional security,
which has been proven in several ways with different
theoretical models [6–10]. However, the gaps between
theoretical models and practical setups may compromise
the security of QKD implementations, resulting in various
security loopholes [11–13]. Many efforts have been made
to achieve loophole-free QKD with practical devices
[14–17]. The measurement-device-independent (MDI)
QKD protocol [18,19], in contrast to conventional QKD
systems, does not rely on any assumption of measurement
devices; thus, it is intrinsically immune to all detector-
side-channel attacks. Only assumptions on sources are
needed in the MDI system [18–24]. MDI QKD has
received considerable attention in recent years owing to
its balance between security and practicability. Several
experimental demonstrations [25,26] and long-distance
stable systems [27] of MDI QKD protocol have been
performed. These efforts have promoted the development
of the MDI QKD protocol and have demonstrated its
feasibility for multiuser communication and even star-type
networks [28].
Among these demonstrations, whether a time-bin phase

coding system or polarization coding system is used, the
photons from Alice and Bob must be kept indistinguish-
able, and the reference frames should be strictly aligned.
Take the phase coding system for example; the phase
reference frame is the relative phase difference between two

arms, which is equivalent to the path length difference. This
value is strongly affected by temperature perturbations and
platform jounces, which result in notable deviations in state
preparations and Bell-state-measurement results. An addi-
tional phase-reference-frame aligning system is typically
introduced to avoid this problem. For example, in some
phase-coding systems [25,27], an additional laser and
detector may be required to compensate for the phase drift
between Alice and Bob in the practical setup. In a
polarization coding system, Alice and Bob modulate
photons into the four BB84 polarization states. Any
polarization deviation of Alice or Bob will lead to system
errors. Thus, it is essential to keep the rectilinear bases
(horizontal and vertical) of all users strictly aligned to the
polarizing axes of the polarization beam splitter on
Charlie’s side [26] to make the system work properly.
Although these additional alignment parts appear feasible,
they increase the complexity of the MDI QKD system,
which may lead to potentially dangerous blemishes that
Eve may employ [29,30]. Moreover, particularly in a QKD
network based on the MDI scheme, the alignment of the
multireference frame is a critical technical challenge owing
to the complex conditions and will result in expensive
overheads.
As a possible solution to the frame-aligning problem,

qubits encoded into rotationally invariant states based on a
decoherence-free subsystem can be introduced in some
QKD schemes [31–33]. However, detector-side-channel
attacks of these schemes have not yet been discussed.
Moreover, multiphoton (degree) entangled states are
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required in this case, which is challenging and inefficient in
practical implementations.
As an alternative, the reference-frame-independent (RFI)

QKD protocol was proposed to eliminate the requirements
of frame alignment [34]. Verification tests and practical
applications of this protocol have been investigated in
several ways [35–38]. Yin et al. proposed the RFI MDI
QKD protocol, which is immune to detector-side-channel
attacks [39,40]. In this study, we successfully implement
this protocol with a time-bin phase coding system, which
confirms the feasibility of RFI MDI QKD with slow, time-
varying phase drifting and makes the MDI protocol safer,
more compact, and more promising for future use.
We denote the Z basis consisting of j0i and j1i,

the X basis consisting of jþi ¼ 1=
ffiffiffi
2

p ðj0i þ j1iÞ and
j−i¼1=

ffiffiffi
2

p ðj0i−j1iÞ, and the Y basis consisting of jþii¼
1=

ffiffiffi
2

p ðj0iþij1iÞ and j − ii ¼ 1=
ffiffiffi
2

p ðj0i − ij1iÞ, where j0i
and j1i represent the time-bin states traveling along the
short and long arm, respectively. In RFI-MDI QKD, the Z
basis is well defined, namely, ZA ¼ ZB for Alice and Bob.
The X basis and the Y basis may vary with the slow phase
drifting factor β as follows:

XB ¼ cos βXA þ sin βYA; ð1Þ

YB ¼ cos βYA − sin βXA: ð2Þ

β ¼ ðβA þ βBÞ=2; ð3Þ

where XAðBÞ, YAðBÞ, ZAðBÞ are Alice’s (Bob’s) local meas-
urement frames for the X, Y, and Z bases, respectively.
βAðBÞ is the deviation of the practical reference frame from
the ideal one of Alice (Bob), which is the phase drifting in
our time-bin phase coding system. Thus, we can write
1=

ffiffiffi
2

p ðj0iþeiβAðBÞ j1iÞ instead of jþi, 1= ffiffiffi
2

p ðj0i − eiβAðBÞ j1iÞ
instead of j−i, 1= ffiffiffi

2
p ðj0i þ ieiβAðBÞ j1iÞ instead of j þ ii,

and 1=
ffiffiffi
2

p ðj0i − ieiβAðBÞ j1iÞ instead of j − ii because of the
frame misalignment.
Alice and Bob randomly prepare their quantum states in

the X, Y, and Z bases and send them to Charlie through
the quantum channel. Charlie receives the photons and
tries to project them into the Bell state jΨ−i. According

to the postselection results, Alice and Bob exchange
their basis information and obtain Y1;1

ZZðXX;YY;XY;YXÞ and

e1;1ZZðXX;YY;XY;YXÞ, which are the yields and error rates when

Alice and Bob prepare the single-photon state in the
Z-ZðX-X; Y-Y; X-Y; Y-XÞ basis, respectively. Then, the
quantity C can be defined as

C ¼ hXAXBi2 þ hYAYBi2 þ hXAYBi2 þ hYAXBi2
¼ ð1 − 2e1;1XXÞ2 þ ð1 − 2e1;1YYÞ2
þ ð1 − 2e1;1XYÞ2 þ ð1 − 2e1;1YXÞ2: ð4Þ

The C value does not vary with βA or βB, and without the
existence of eavesdroppers and other system errors, the
quantity C reaches its maximum value of 2. Therefore,
the C value can be used to estimate Eve’s information, and
the secure key rate could be described as

R ≥ P1;1
ZZY

1;1
ZZ½1 − IEðCÞ� −Qμ;μ

ZZfHðeμ;μZZÞ; ð5Þ

where IEðCÞ ¼ ð1− e1;1ZZÞH½ð1þuÞ=2� þ e1;1ZZH½ð1þ vÞ=2�,
v ¼ ½

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C=2 − ð1 − e1;1ZZÞ2u2

q
=e1;1ZZ�, and u ¼ min½ ffiffiffiffiffiffiffiffiffi

C=2
p

=

ð1 − e1;1ZZÞ; 1�. Qμ;μ
ZZ and eμ;μZZ are the overall gain and error

rate, respectively, when Alice and Bob both send signal
states in the Z basis, and Y1;1

ZZ and e1;1ZZ denote the yield and
error rate, respectively, when both Alice and Bob send
single-photon states in the Z basis. P1;1

ZZ is the probability
that Alice and Bob both send single-photon states in the Z
basis. HðxÞ ¼ −x log2ðxÞ − ð1 − xÞ log2ð1 − xÞ is the
binary Shannon entropy function. Parameter f is the error
correction efficiency. (Corresponding to the typical error
rates in our experiment, the average efficiency of our
CASCADE program is 1.16. So we use this value for our
secure key rate estimation.)
Our experimental setup is shown in Fig. 1. The laser

lights on Alice and Bob’s side are first chopped into pulses
by intensity modulators (IMs) with a temporal width of
2.5 ns. The lasers (Wavelength References Clarity-NLL-
1542-HP) employed in our system are frequency locked to
a molecular absorption line with a center wavelength of
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FIG. 1 (color online). Diagram of our RFI MDI QKD system. Laser, continuous-wave laser; PC, polarization controller; EPC,
electronic polarization controller; IM, intensity modulator for wave chopping; VOA, variable optical attenuator; BS, beam splitter; PM,
phase modulator; FM, Faraday mirror; FMI: Faraday-Michelson interferometer; FTR, band pass filter; DET, detector.
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1542.38 nm. The center wavelength accuracy of 0.0001 nm
(approximate frequency difference of 10 MHz) and fre-
quency linewidth of approximately 400 MHz after wave
chopping guarantee that the two separately generated lasers
have sufficient overlap in the spectrum.
Then, active phase randomizations are implemented by

phase modulators (PM1) to avoid imperfect-source attacks
[42,43]. For quantum state preparation, Faraday-Michelson
interferometers (FMIs) with a 4.9 m difference in the two
arms are used, where VOA3 and VOA4 dominate the basis
choice, which indicates that if either VOA3 or VOA4 is set
to low loss with the other set to high loss, only a short arm
or long arm pulse can be passed through; thus, the Z basis
state is prepared in this case. If VOA3 and VOA4 in FMI
are both set to low loss, the X or Y basis state is prepared in
this case, and phase modulators PM2 determine the relative
phase information of the two time bins. Compared with the
Mach-Zehnder interferometer, the greatest benefit of the
FMI system is the stability of the relative polarization
between the two time-bin pulses; thus, we do not need to
pay extra attention to the polarization difference between
two arms, particularly in long-distance communication.
VOA1 is proposed to modulate the pulses into three

different intensities for decoy state technology. In our
experiment, one signal state with a mean photon number
of μ ¼ 0.635, one decoy state with a mean photon number
of ν ¼ 0.04, and a vacuum state with a mean photon
number ω of nearly 0 (limited by the attenuation depth of
VOA1) are used, which have been comprehensively opti-
mized through numerical simulations. VOA2 is used for
single-photon-level attenuation as well as power adjust-
ment between the Z basis state and the X and Y basis states,
which ensures the conformity of the mean photon number
between bases. A band pass filter (center wavelength of
1542.38 nm and linewidth of 0.25 nm) is employed to
purify the signals and eliminate stray light from other
optical components.
The encoded pulses from Alice and Bob are then sent to

Charlie through a 10 km spooled fiber at the same time. The
entire system is working at a repetition frequency of 1MHz.
In our experiment, state preparation devices, detectors, and
randomnumbers are all triggered by a fine-tuned sync signal
of 10 ps resolution, so the preparation and detection of two
pulses can be precisely controlled.

Apart from timing and spectrum alignments, the polari-
zation of pulses from two parties also should be regulated to
keep the photons indistinguishable for the Bell state
measurement. Experimentally, Charlie periodically checks
the polarization of pulses from Alice every 30 min, and if
deviation exists, rectification is implemented using an
electronic polarization controller (General Photonics
PCD-M02-4X polaRITE 3).
Then, a partial Bell state measurement is performed with

a beam splitter and four commercial InGaAs/InP single-
photon detectors (Qasky WT-SPD100), whose average
efficiency is 12% and whose average dark count rate is
approximately 9.61 × 10−6 per gate, with a gate width of
2.5 ns. The dead time of the detectors is set to 5 μs to
depress after-pulse generation. Once a coincident occurs in
two different time bins at both outputs of the beam splitter,
it can be proven that Alice and Bob share a Bell state jΨ−i
at this time. Therefore, both Alice and Bob will be informed
of the detection results and obtain their secure keys after
basis sifting and postprocessing.
We collect all successful jΨ−i projections in all bases

with different mean photon numbers. The data information
in the Z basis are shown in Table I.
We use the analytical equations given by Xu et al. [44] to

evaluate the lower bound Y1;1
ZZ;L and upper bound e1;1ZZ;U of

the Z basis:

Y1;1
ZZ;L ≥

1

ðμa − ωaÞðμb − ωbÞðνa − ωaÞðνb − ωbÞðμa − νaÞ
× ½ðμ2a − ω2

aÞðμb − ωbÞðQν;ν
ZZe

ðνaþνbÞ þQω;ω
ZZ eðωaþωbÞ −Qν;ω

ZZ e
ðνaþωbÞ −Qω;ν

ZZ e
ðωaþνbÞÞ

− ðν2a − ω2
aÞðνb − ωbÞðQμ;μ

ZZe
ðμaþμbÞ þQω;ω

ZZ eðωaþωbÞ −Qμ;ω
ZZ e

ðμaþωbÞ −Qω;μ
ZZ e

ðωaþμbÞÞ�; ð6Þ

e1;1ZZ;U ≤
1

ðνa − ωaÞðνb − ωbÞY1;1
ZZ;L

×
h
eðνaþνbÞQν;ν

ZZe
ν;ν
ZZ þ eðωaþωbÞQω;ω

ZZ eω;ωZZ − eðνaþωbÞQν;ω
ZZ e

ν;ω
ZZ − eðωaþνbÞQω;ν

ZZ e
ω;ν
ZZ

i
; ð7Þ

TABLE I. Experimental data of total gains (a) and total error
rates (b) with different mean photon numbers in the Z basis.

(a)
ωAlice νAlice μAlice

ωBob 1.8473 × 10−10 1.8489 × 10−8 7.6988 × 10−7

νBob 1.8133 × 10−8 5.2622 × 10−7 8.6503 × 10−6

μBob 6.4881 × 10−7 8.7524 × 10−6 1.1975 × 10−4

(b)
ωAlice νAlice μAlice

ωBob 0.5 0.5038464 0.4944358
νBob 0.4929414 0.0391894 0.0528204
μBob 0.5019247 0.0783674 0.0139244
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where Qi;j
ZZ and ei;jZZ ði; j ¼ μ; ν;ωÞ represent the total gain

and total error rate when Alice and Bob send pulses with
mean photon numbers of i and j, respectively.
With the data above, we obtain Y1;1

ZZ;L ¼ 2.843 × 10−4 and
e1;1ZZ;U ¼ 7.548‰. Compared to the simulation values of

Y1;1
ZZ;ideal ¼ 3.423 × 10−4 and e1;1ZZ;ideal ¼ 1.098‰ according

to practical setups, e1;1ZZ;U is considerably higher than
expected. This can be principally explained by the imper-
fection of light wave chopping. Owing to the typical
extinction ratio of IMs of approximately 25 dB, we could
not cut off the long arm pulse entirely when we let the short
arm pulse through in the Z basis, which gives rise to a
notable error rate. In this case, if Alice and Bob both send
signal state μ in the Z basis, the total error rate in our system
would be eμ;μZZ ≈ 0.0124, which is close to the experimental
result of 0.0139.
The same method is applied to estimate error rates in the

X-X, X-Y, Y-X, and Y-Y bases for the C value. In our
experiment, each C value is evaluated using 2 × 109

emitted light pulses while the phase reference β is relatively
stable. The relative final secure key rate is evaluated
according to Eq. (5). The final results vary with time, as
shown in Fig. 2.
The clear fluctuations of the C value and secure key rate

are primarily due to the statistical fluctuations of the gains
Qν;ν

ZZ and error rates eν;νZZ of decoy state because of the low
repetition rate of our system. Considering that both Qν;ν

ZZ
and eν;νZZ vary within their 3 standard deviations, the C value
changes from 1.22 to 2.0, and the final secure key rate
changes from 2.58 × 10−6 to 2.17 × 10−5, which varies
widely between the maximum and minimum, according to
the numerical simulations in the ideal case.
In summary, we have successfully accomplished the first

RFI MDI QKD experiment with a time-bin phase coding
system. The rejection of the frame-calibrating part will
intrinsically reduce the consumption of resources as well as
the potential security flaws of practical MDI systems. We

continuously run the system with a timing alignment,
polarization alignment, and wave chopping system that
operates automatically, and we obtain an average secure
key rate of 8.3098 × 10−6 bits per pulse, equivalent to
8.3098 bits per second. Predictably, the secure key gen-
eration rate of RFI MDI systems can benefit from a higher
clockwork frequency and higher photon detection effi-
ciency. In particular, taking finite-key analysis into account,
the robustness and practical security will be greatly
improved in the high-speed RFI MDI QKD system.
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