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We explore theoretically the ultrafast transfer of a double electron hole between the functional groups of
glycine after K-shell ionization and subsequent Auger decay. Although a large energy gap of about 15 eV
initially exists between the two electronic states involved and coherent electronic dynamics play no role in the
hole transfer, we find that the double hole is transferred within 3 to 4 fs between both functional ends of the
glycine molecule driven solely by specific nuclear displacements and non-Born-Oppenheimer effects. The
nuclear displacements along specific vibrational modes are of the order of 15% of a typical chemical bond
between carbon, oxygen, and nitrogen atoms and about 30% for bonds involving hydrogen atoms. The time
required for the hole transfer corresponds to less than half a vibrational period of the involved nuclear modes.
This finding challenges the commonwisdom that nuclear dynamics of themolecular skeleton are unimportant
for charge transfer processes at the few-femtosecond time scale and shows that they can even play a prominent
role. It also indicates that in x-ray imaging experiments, in which ionization is unavoidable, valence electron
redistribution caused by nuclear dynamicsmight bemuch faster than previously anticipated. Thus, non-Born-
Oppenheimer effects may affect the apparent electron densities extracted from such measurements.
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The transfer of electrical charge on a microscopic scale
plays a fundamental role in chemistry, in biology, and in
technological applications related to energy conversion and
storage [1], and is a key step in the dynamics of molecules
and materials damaged by the absorption of x-ray photons,
unfolding on attosecond to femtosecond time scales [2,3].
Charge migration in molecules after valence photoioniza-
tion with attosecond coherent light sources has drawn much
attention in the past years [4–9]. In charge migration, a
coherent superposition of electronic states of the ionized
system, which might in principle be prepared by an
ultrashort laser pulse of enough spectral bandwidth, leads
to coherent electronic dynamics. Assuming fixed nuclei in
space, time scales between 1 and 12 fs have been reported
from simulations of particular coherent hole migration
examples in molecules [8–10]. Owing to the availability
of ultrashort light sources with sufficient bandwidth in the
extreme ultraviolet regime to produce migrating holes,
schemes to probe their time evolution have been put
forward [10,11], and measurements of coherent hole
evolution in atoms [12] and molecules [13,14] have
recently been reported. Remarkably, interest in charge
migration was initially sparked by measurements of charge
transfer in peptides using nanosecond lasers to photoionize
and probe the subsequent charge transfer [15], where the
dynamics of nuclei and consequently non-Born-
Oppenheimer effects must have played a prominent role.
In particular, the non-Born-Oppenheimer coupling between

nuclei and electrons is known to be crucial, even at times as
short as 1 to 2 fs, if photoionization promotes the ionized
molecule close to a region of conical intersection between
excited electronic states of the ion [13,16].
Here, we show theoretically that an ultrafast electron-hole

transfer in the valence shell of an organic molecule occurring
in a time scale of 3 to 4 fs can be solely driven by nuclear
displacements. By this we precisely mean that no electronic
coherence between the involved electronic states is imprinted
on the system in the preparation step and that all nuclear and
electronic dynamics of the field free system are initiated by
atomic displacements. In particular, we illustrate this process
for the hole transfer dynamics in doubly ionized glycine
starting from electronic states with two initially localized
holes in the same inner-valence orbital of either oxygen or
nitrogen atoms. Such electronic states can be reached via
Auger decay of core-ionized molecules. The electron holes
are transferred between the two ends of the glycine molecule
driven by specific nuclear displacements of a few tenths of an
angstrom resulting in nuclear configurations of strong non-
adiabatic coupling between electrons and nuclei. The hole
transfer dynamics occur on a time scale at least 50% shorter
than any of the vibrational periods of the glycine molecule in
its neutral ground electronic state.
Two aspects are key for selecting initial electronic states

with localized valence holes in the same inner-valence
orbital. (a) Valence double-hole states can be prepared in
an ultrafast manner by selective K-shell ionization of, e.g.,
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oxygen, nitrogen, or carbon atoms with few-femtosecond or
subfemtosecondx-ray pulses [17–21]. Realistic prospects for
subfemtosecond pulses at x-ray free-electron laser facilities
exist [20]. This is followed by ejection of an Auger electron
on a time scale of a few femtoseconds [18] resulting in a
doubly charged molecule. (b) The electronic states of the
doubly chargedmoleculewith two localizedvalence holes on
either oxygen or nitrogen atoms are energetically separated
by about 15 eV and can be easily resolved from the kinetic
energy of the corresponding Auger electron. Consequently,
the experimental observation of these dynamics with femto-
second time resolution [2,22] requires a probing scheme of
the parent ion involving a coincident measurement of the
ejected Auger electron.
In order to describe the electronic structure of the valence

doubly ionized molecule we adopt a two-hole configura-
tion-interaction (2h-CI) scheme, in which hole mixing is
included [23]. Each dicationic state jΨN−2

l i is expanded in
the basis of two-hole configurations constructed from
molecular orbitals obtained at the Hartree-Fock level for
the neutral system

jΨN−2
l i ¼

XNo

i≤j
CðlÞ
ij jΦN−2

ij i≡XNo

i≤j
CðlÞ
ij ĉiĉjjΦN

0 i; ð1Þ

where jΦN
0 i is the N-electron Hartree-Fock ground state

wave function and ĉi is the annihilation operator of the ith
molecular orbital. For glycine, with N ¼ 30 valence
electrons in No ¼ 15 occupied orbitals this results in
NoðNo þ 1Þ=2 ¼ 120 spin singlet configurations. Only
spin singlet configurations are considered here as the initial
localized double-hole states of interest are spin singlets.
The molecular dynamics in the manifold of 120 dicationic
excited states are described with the mixed quantum-
classical fewest-switches surface hopping method [24].
The 2h-CI Hamiltonian is diagonalized at each time step
and the corresponding potential energy surfaces, gradients,
and nonadiabatic couplings necessary for the classical
evolution of the nuclear coordinates and quantum evolution
of the electronic degrees of freedom are computed. Further
details on surface-hopping approaches can be found in
Refs. [24–27]. In short, for each trajectory of the fewest-
switches surface hopping ensemble the amplitude of each
electronic eigenstate is integrated in time according to the
Schrödinger equation

iℏ _AlðtÞ ¼
X

m

Hlm(RðtÞ; _RðtÞ)AmðtÞ; ð2Þ

where Hlm is a matrix element of the effective time-
dependent Hamiltonian for the evolution of the electronic
subsystem along the corresponding classical nuclear trajec-
tory [24]. In our case this is a 120 × 120matrix. The diagonal
elements correspond to the adiabatic potential energy sur-
faces VlðRÞ whereas the off-diagonal elements contain the

nonadiabatic couplings −iℏ _R · hΨN−2
l j∇RjΨN−2

m i between
electronic states. The electronic wave packet propagated
along each nuclear trajectory hence reads jΨðtÞi ¼P

lAlðtÞjΨN−2
l i. The ensemble of nuclear trajectories rep-

resents a classical approximation of the time evolution
of the corresponding quantum wave packet.
Initial conditions for positions and velocities are then

sampled from a thermal distribution at 300 K. All trajec-
tory-averaged quantities reported were obtained over 150
trajectories. The initial electronic density matrix with
elements ρlmð0Þ ¼ A�

l ð0ÞAmð0Þ for the ensemble of trajec-
tories started in state m is set to ρmmð0Þ ∝ Im and zero
otherwise, with Im the Auger intensities in Fig. 1. This
corresponds to the assumption of no electronic coherence
after Auger decay. Under this assumption, electronic

FIG. 1 (color online). Auger intensity for valence doubly
ionized singlet states of glycine (NH2CH2COOH) after decay
of a K-shell core hole in (a) the nitrogen atom of the amino group
and (b) one of the oxygen atoms in the carboxyl group. The
energy axis refers to the double ionization potential (DIP) of
the corresponding electronic state at the equilibrium geometry of
the neutral system. A gray circle labels the atom where the
primary K-shell photoionization is assumed to take place.
Electronic eigenstate 118 is strongly dominated by a ½ðN2sÞ−2�
configuration. States 119 and 120 are dominated by ½ðO2sÞ−2�
configurations whereas state 117 corresponds to a 2s hole in each
oxygen atom, ½ðO2sÞ−1; ðO2sÞ−1�.
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dynamics are exclusively driven by nuclear motion, since
Hlm ¼ 0 for l ≠ m in Eq. (2) for static nuclei.
Relative Auger intensities as a function of the double

ionization potential (DIP) for each dicationic eigenstate of
the 2h-CI Hamiltonian were obtained by the method of
population analysis [27,36–38] and are shown in Fig. 1.
The DIP relates to the kinetic energy of the Auger electron
as Ekin ¼ IPc − DIP, where IPc is the core ionization

potential for primary ionization. By inspecting the jCðlÞ
ij j2

configuration weights of states l ¼ 119 and l ¼ 120 of the
2h-CI Hamiltonian one sees that they have a strong
½ðO2sÞ−2� character, i.e., two holes on the same oxygen
atom [27]. These states correspond to the energetically
isolated spectral lines with a DIP near 100 eV. State 118
with a DIP of ∼85 eV becomes populated only when the
primary photoionization occurs on the nitrogen atom. It is
mostly dominated by ½ðN2sÞ−2� configurations [27]. The
Auger spectra in Fig. 1 are in good agreement with the
calculated spectra of glycine using particle-particle Green’s
function techniques [39]. Because of the large energy gap
of about 15 eV between states dominated by ½ðO2sÞ−2� and
½ðN2sÞ−2� configurations, the electronic and nuclear
dynamics initiated from the localized double-hole states
at either atomic site can, in principle, be probed with
complete knowledge of the initial electronic state of the ion
by coincident detection of the energy of the Auger electron
[40–43].
We now focus on the charge redistribution dynamics

initiated after Auger decay populating an electronic state
dominated by ½Oð2sÞ−2� configurations, namely S119. As

shown in Fig. 1, the eigenstate S119 is initially separated by
an energy gap of roughly 15 eV from state S118, in which
the two holes are localized on the nitrogen atom, meaning
that the absence of nuclear motion would leave the two
holes localized on the COO group. However, the positive
charge associated with the double hole is redistributed in a
very fast manner as seen in Fig. 2, where we present the
double-hole density in the glycine dication for a represen-
tative trajectory. The double-hole density is defined as the
difference between the electron densities of neutral and
double-hole states Qðr; tÞ ¼ ρ0ðr; tÞ − ρ−2ðr; tÞ. The ultra-
fast hole transfer is illustrated in Fig. 3 by the ensemble-
averaged charge hQXi on each atom type obtained from a
Mulliken charge analysis [44] of the dicationic eigenstates
along each trajectory. A significant amount of positive
charge initially on the oxygen atoms is transferred to the
nitrogen atom at the other end of the glycine backbone
within 4 fs and transferred back to the oxygen atoms within
6 fs, which is more than 50% shorter than the fastest
vibrational period in neutral glycine.
Under the assumption, based on the large energy gap

between the states of interest, that the Auger decay process
has initially populated adiabatic electronic states, the
ultrafast hole transfer must be the result of nuclear displace-
ments connecting to a region of nonadiabatic coupling
between the corresponding electronic states. Specifically, a
seam of conical intersection between states S119 and S118
can be reached through a downhill path on the potential
energy surface (PES) of state S119 from the vicinity of the
starting configuration [27,28]. In particular, the asymmetric
COO stretch and the OH stretch of the carboxylic group
illustrated in Fig. 4(c) are the main nuclear modes that lead
to stabilization of state S119, with both [ðO2s−2Þ] in an
oxygen atom and destabilization of state S118 [ðN2s−2Þ]
finally closing the 15 eV gap. The region of crossing
between electronic states of [ðO2sÞ−2] and [ðN2sÞ−2]
character is reached in about 3 to 4 fs as illustrated in
Fig. 4(a). After the crossing region, the adiabatic state S119

FIG. 2 (color online). Temporal evolution of double-hole
charge density Qðr; tÞ of a representative trajectory initiated
from state S119½ðO2sÞ−2�.

FIG. 3 (color online). Charge on heavy atoms of the glycine
dication, when the dynamics are initiated from state
S119½ðO2sÞ−2�.
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acquires [ðN2sÞ−2] character (cf. Fig. S2 [27]). At this point
the system can either undergo a nonadiabatic transition to
the PES of state S118 or remain on the PES of S119. A
branching ratio of about 50% is found for this event as seen
from the population of the two electronic states as a
function of time shown in Fig. 4(b). Slower nuclear
trajectories remain on the upper adiabatic PES, meaning

that the holes evolve from the oxygen to the nitrogen atoms
as the nuclei are displaced. Faster nuclear trajectories
instead undergo a nonadiabatic transition between states
S119 and S118 at the interaction region, which maintains the
electronic wave function character. The carbon atoms
bridge the double-hole transfer through the glycine back-
bone as seen by the involvement of configurations of
½ðO2sÞ−1; ðC2sÞ−1� type in Fig. S2 for times of 3.5 and
6.0 fs [27].
In conclusion, we have theoretically described a mecha-

nism for ultrafast double-hole transfer starting from
[(X2s−2)] localized hole configurations that does not
involve initial electronic coherences and have shown that
these dynamics can be solely driven by small displacements
of the nuclei of the order of a few tenths of an angstrom.
These small atomic rearrangements occur before the onset
of molecular fragmentation and are sufficient to affect the
relative stability of the holes at the different molecular sites
and to drive their evolution. The time scale involved is 3 to
4 fs, well below the shortest vibrational period of the
molecule and comparable with the period for coherent hole
migration typically reported for similar systems. Our
finding could be relevant for x-ray imaging experiments,
in which the ionization of inner atomic shells is unavoid-
able. It shows that small atomic displacements of valence-
ionized molecules can induce substantial shifts of charge
density along the molecular skeleton, which we expect to
affect the x-ray scattering patterns observed.
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