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We derive rigorous truncation-error bounds for the spin-boson model and its generalizations to arbitrary
quantum systems interacting with bosonic baths. For the numerical simulation of such baths, the truncation of
both the number of modes and the local Hilbert-space dimensions is necessary. We derive superexponential
Lieb-Robinson-type bounds on the error when restricting the bath to finitely many modes and show how
the error introduced by truncating the local Hilbert spaces may be efficiently monitored numerically. In this
way we give error bounds for approximating the infinite system by a finite-dimensional one. As a
consequence, numerical simulations such as the time-evolving density with orthogonal polynomials
algorithm (TEDOPA) now allow for the fully certified treatment of the system-environment interaction.
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Introduction.—Ideal quantum systems may be consid-
ered closed, undergoing textbook unitary evolution. In any
realistic experimental setup, however, a quantum system is
open; that is, it interacts with an environment composed of
those degrees of freedom that are not under the control of
the experimenter. Hence, the numerical and analytical
description of the dynamics of a quantum system in
interaction with its environment is of fundamental impor-
tance in quantum physics. The precise nature and compo-
sition of the system-environment interaction is generally
not known, but for a wide range of systems encountered in
physics, chemistry, and biology, it is common to model the
environment as a continuum of harmonic oscillators
which interact linearly with the system. This results in
the paradigmatic spin-boson model that captures many
aspects of the system-environment interaction [1]. The
spin-boson model is exactly solvable only in the rarest of
special cases, and one is therefore compelled to employ a
variety of approximations and numerical descriptions in
order to obtain the reduced dynamics of the quantum
system in question. Notable examples include those cases
in which the environment possesses a correlation time that
is much shorter than the system dynamics and the system-
environment interaction is weak. Under these assumptions,
it is then well justified and customary to resort to the so-
called Markov approximation, which permits the derivation
of completely positive and linear differential equations, the
Lindblad equation, for the quantum system alone [2].

However, settings of considerable practical importance
may violate either or both of these assumptions and require
a more sophisticated treatment. The recently emerging
interest in quantum effects in biological systems provides
a case in point [3]. For instance, in typical pigment-protein
complexes the dynamical time scales of the vibrational
environment can be comparable or even slower than the
quantum mechanical excitation energy transfer dynamics.

0031-9007/15/115(13)/130401(5)

130401-1

PACS numbers: 03.65.Yz, 03.70.+k

Moreover, in the limit of slow bath dynamics, perturbative
treatments of the coupling between system and environ-
ment cannot be used even if the system-bath coupling is
intrinsically weak. Consequently, steps have been taken
towards the development of nonperturbative and non-
Markovian approaches for the description of the quantum
system-environment interaction (see Refs. [3,4] for over-
views of recent developments). However, the majority of
these approaches have in common that they exploit
approximations that are not well controlled, in the sense
that no rigorous error bounds on the simulation results are
available. Hence, these methods are not certified.

The time-evolving density with orthogonal polynomials
algorithm (TEDOPA) for the spin-boson model presents a
notable exception, as will be demonstrated in the present
Letter. It makes use of an exact transformation of the
standard representation of the spin-boson model onto a spin
interacting with the first site of a semi-infinite nearest-
neighbor coupled chain [5-9], which renders the system
particularly amenable to time-adaptive density matrix
renormalization group (t-DMRG) simulations. The struc-
ture of the resulting system is such that excitations tend to
propagate along the chain away from the system towards
infinity, leading to irreversible system dynamics for long
times. This approach has been used with success in the
simulation of a number of highly non-Markovian system-
environment interactions [6,10,11].

The errors that accumulate in the t-DMRG simulation
can be bounded rigorously [12,13]. Nevertheless, the
numerical TEDOPA simulation employs two as yet uncer-
tified assumptions: (i) the semi-infinite chain needs to be
truncated to a finite length, and (ii) the local dimension
associated with each harmonic oscillator of the chain needs
to be truncated to a finite dimensional Hilbert space; see
Fig. 1. The errors that are introduced in this manner are
usually estimated by increasing both the chain length and
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FIG. 1 (color online). A system coupled to a bosonic bath. Red
lines indicate the truncations: the spatial truncation to a chain of
finite length L and the truncation of the local Hilbert space
dimensions to m;.

the Hilbert space cutoff until the change in the result drops
below a predefined threshold. However, in practice this
somewhat inelegant approach can become highly challeng-
ing numerically, and it can lead to erroneous numerical
predictions [14]. A more rigorous approach is therefore
desirable.

Here we employ techniques that lead to Lieb-Robinson-
type bounds to achieve this goal by deriving bounds for the
errors arising from approximations (i) and (ii). As the errors
arising in each step of the t-DMRG integration can also be
bounded, we arrive at a method that possesses rigorous
error bounds on the results that it delivers. This extends
significantly the existing recent results in the literature that
apply to the finite dimensional setting of spin systems [15]
and therefore allows the fully certified treatment of the
system-environment interaction for both harmonic oscil-
lator and spin environments.

The system under consideration.—We will consider the
Hamiltonian of an arbitrary system H s coupled via V to a
bosonic bath described by H B, SO that the total Hamiltonian
reads

H=Hg+ V4 Hyg. (1)

For simplicity and to directly connect to the TEDOPA
approach [6,7,10,11], we assume that H g describes a one-
dimensional nearest-neighbor Hamiltonian (the higher
dimensional case with more general couplings will be
published elsewhere [16]) and takes the form

1 n N ~ A
Hp = 2 Z (R:Xi ;%) + PiPijp;), @

where we assume that only nearest neighbors are coupled,
X;;=P;; =0 for |i— j| > 1, and we let without loss of
generality X;; = X;; €R, P;; =P;; € R. We consider
system-bath couplings of the form V = h® Xo (see the
Supplemental Material [17] for systems coupled to several
baths), where & acts on the system and we assume that it is
bounded in operator norm, ||IA1|| < o0. The system with
Hamiltonian A has no restrictions: it can correspond to
any system—bosons, fermions, and/or spins, all in arbitrary
dimensions. As we will see later, the generalized spin-
boson model can be written in this form.

Spatial truncation of the bath.—For bounded system
observables O, ||O]| < oo, we are interested in the quantity

A(t, L) = |e[0e F1ppe] — w[OeiFriggeiit]],  (3)

i.e., the error introduced when, instead of simulating the
full Hamiltonian H, we simulate the time evolution of
system observables O with the truncated bath Hamiltonian

X Pl
= 5 Z (X X% + piPi;p;) (4)
ij=0

and the corresponding total Hamiltonian A, = Hy + V+
HY. Our first main result is the following.

Theorem: Let A and A, be as above. Let X, P > 0 or
X = P (see the Supplemental Material [17] for a bound
when neither of these conditions is satisfied). Let ¢ be such
that || XP||'/? < c. Then,

A2(t, L N ct)E (et + 1
DD (e g i) L
HOIPIIAI < L+

(5)
where C = ||P.|[|X,_1..]/c* + |PL_1.]/c and
yxx yx A D A
yo— ( ’ ) asls, = telabiool. (6)
Ypx Vpp

collects the two-point bath correlations in the initial state.
If P« 1, we may replace L by 2L in Eq. (5).

If the initial two-point correlation functions (the matrix
elements of y,) are unbounded, then one can still achieve
bounds; see the Supplemental Material [17] for details. The
rhs of Eq. (5) describes the Lieb-Robinson-type light cone
[18]. Outside the light cone (so, for z:=ect < L), one finds
superexponential decay in L: (ct)Fe'/L! < e¢'=LIn(L/7)l,
This makes rigorous the physical intuition that for all finite
times only a chain of finite length is required to simulate the
dynamics of local observables to within a prescribed
precision. Our bound applies to any system Hamiltonian,
unbounded or otherwise, and depends only linearly on the
operator norm of the system coupling ||2]|. The proof relies
on Lieb-Robinson bounds for harmonic systems [19-21]
(see also Ref. [22]) and may be found in the Supplemental
Material [17]. Before stating our second main result, we
discuss the above bound in light of the generalized spin-
boson model.

Generalized spin-boson model.—In this section we will
investigate Hamiltonians of the form

A=+ / dkg(k)alay + Ag / dkch(k)(a) + ap).

(7)
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This describes a quantum system with Hamiltonian g
interaction with a bath of bosons; it is described in more
detail in terms of second quantized operators in Ref. [23].
This model has received renewed interest in recent years
due to its importance in the theoretical study of quantum
effects in biology (see Ref. [3] for a review). An important
quantity that describes the bath and its coupling to the
system is the spectral density, which, for invertible g, is
defined as

dg!(w)

Jw) = nhz[g-%w)]\ , ®)

with g~! being the inverse of g (see Ref. [9] for instances
where ¢ takes vector arguments). The smallest closed
interval containing the support of ¢! is denoted
[@min> ®max)- The case wy,;, = 0 is called massless, whereas
@min > 0 is known as massive.

Building on the work of Refs. [5,7,8], it was shown using
the theory of orthogonal polynomials in Ref. [9] that Eq. (7)
can be written in the form of Eqs. (2) and (1) and that there
are two ways to do this. Both choices

h = poAs, X =P, )

and

A

il:MlASv P = o1, (10)
with an appropriate X (given in terms of the spectral density
in the Supplemental Material [17]) are equivalent to Eq. (7).
Here,

2
=2 [dostw). i

T

/ dol(Va), (11)

”a)max

and one finds || X|| = ||P|| = ®yax for both cases and X > 0
if and only if @,;, > 0. Because of the form of their
elementary excitations, the mappings leading to couplings
as in Egs. (9) and (10) were named particle mapping
and phonon mapping, respectively, and we will adopt this
denomination here. Crucially, in both cases, X couples
nearest neighbors only, such that the bound in Eq. (5) is
readily applicable to the particle and the massive phonon
case, setting ¢ = @y,,x for both (similar results hold for the
massless case; see the Supplemental Material [17] for full
details). For the particle mapping, we find C < 2 and for the
phonon mapping C < 1 such that, up to the constants u);,
we obtain the same behavior of the bound in both cases, but
by replacing L by 2L in the massive phonon case. Hence,
for the phonon mapping with a chain of only half the
length, one has approximately the same chain truncation
error as for the particle mapping.

If the maximum frequency of the bath @, = oo, the
chain coefficients are unbounded [9] and our bounds

diverge. This divergence is not surprising in light of the
observation that certain one-dimensional infinite harmonic
lattice models with nearest-neighbor interactions and
unbounded coefficients have been proven not to have a
light cone bound [24]. It is noteworthy that similar results
can be derived for the case of a fermionic bath since the
chain mapping is still valid and Lieb-Robinson bounds for
fermions are well known [25].

Truncating local Hilbert spaces.—We now consider the
error introduced when the local Hilbert space dimensions of
the harmonic oscillators making up the bath are truncated.
To this end, we define the projector

ﬂm:ﬂm0®"'®ﬂmL_l7 ﬂm:Z|n><n|? (12)
n=0

where 1, acts on the ith site of the bath and truncates the
local Hilbert space according to 1,,. For bounded observ-
ables acting on the system O, ||O|| < oo, we consider

A (1) = |r[Oe™ ™ ggei™] — tr[OeiHngoein]|,  (13)

i.e., the error introduced by evolving the system according
to

H, =1,H1, (14)

instead of A. Here, H is as in Eq. (4) and we omit the index
L for notational clarity. The truncated Hamiltonian reads
H,=Hs+Hf+h® 1,31, where

L—-1

1 o n . n
B :EZ[Xi,jﬂmxixj]]m+Pi.j]]mpipj]] ]. (15)
ij=0

A

In the Supplemental Material [17] we show that

AL (¢ t
mA( )2 < tr[(T = T,,)Q0] + 2/ dx\/enu(x), (16)
4ol 0
where
em(x) = tr[R?e= 5 X2 (x) ™5 g, (x)], (17)
with
)A((x) — ‘ﬂmeixﬁgkoe—ixlflg‘“m _ eixlfl',’;)?oe—ixlcl'g,
Om(x) = €7 ln ggeistln, (18)

Crucially, under the assumption that the system Hilbert
space is finite dimensional, this error may be computed
numerically, as it involves only observables acting on the
truncated Hilbert space (e*"5%,e="*5 is a linear combi-
nation of the X; and p;) and which are of a form amenable to
t-DMRG simulations (see the Supplemental Material [17]
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FIG. 2 (color online).

Fock space truncation error [Eq. (17)] for the particle mapping and power-law spectral densities as in Eq. (19),

with A/w. = 1,a = 0.8, s = 3 for initial state 9y = 0% ® 0%, 0% = |1)(1] and 9% the vacuum. We truncate each local Hilbert space at
the same value m; = m and L has the values 3 to 6, but they are indistinguishable (e.g., the difference between the L = 6 and L =3
curve at the point denoted by a red square is 4.95 x 107%). Lines are guides for the eye. The log-log plot on the left suggests algebraic
increase in time and the plot on the right (plotted for a constant time r = 2.45/w,.) suggests a better than exponential decrease with m.

for details). For all finite times, limy,,, oA, = 0, and we
study its behavior in m in numerical examples below. If the
bath initially contains only a finite number of particles,
tr[(1 — 1,,)00] vanishes for an appropriate m. Such states
include the vacuum state which is also the zero temperature
thermal state for the particle mapping. For higher temper-
ature thermal states of the bath, tr[(1 —1,,)9,] vanishes
exponentially for a large {m;}. The total error induced on
the expectation value of O due to (i) truncating the chain to
finite length and (ii) the truncation of the local dimensions
is bounded by the sum of the two individual error bounds:
A(t,L) + A,,(t). This rigorously bounds the error of
approximating an infinite-dimensional bath of bosons by
a chain of length L made up of finite-dimensional sub-
systems with nearest-neighbor interactions. If in addition
we assume the system with Hamiltonian Hy to be a spin
system, then the Hamiltonian is in the class which, as
Ref. [15] shows, can be simulated with resources poly-
nomial in L and error €, and exponential in |¢].
Numerical example.—As an example, we consider the
spin-boson model with a power-law spectral density,

J(w) = raw! = 0*0(1 - w/w,), (19)

where © is the Heaviside step function. This model has
been extensively probed numerically, and there has been
controversy over the accuracy of numerically derived
critical exponents. One of the issues with the results was
the inability to verify the local Fock space truncation errors
[14,26]. The system Hamiltonian and interaction part are
Hy=—-A6,/2and Ag = 0,/2. The dissipation is known as
Ohmic for s = 1 and super-Ohmic for s > 1. This can be
written in the chain representation using Eq. (9) (see the
Supplemental Material [17] for details). In Fig. 2, the bound
for the particle mapping is plotted for the super-Ohmic case
and various L and m. Constants used for the simulation

(see the figure caption) are taken from the literature [27].
The initial state of the bath corresponds to the zero
temperature thermal state. We probe the same initial state
for the case of Ohmic dissipation and achieve qualitatively
the same results (see the Supplemental Material [17]).
Furthermore, we test the bound for a squeezed vacuum state
of the bath, which is a highly populated state (see the
Supplemental Material [17]).

Conclusion.—The detailed simulation of the interaction
of a quantum system with a structured environment com-
posed of harmonic oscillators has applications in a wide
variety of scientific fields. The multitude of proposed
algorithms to tackle this problem numerically lacked a
method that delivers a simulation result with a rigorous
error bound associated with it. In this Letter we derive error
bounds that demonstrate that the recently developed
TEDOPA can provide such a method. More specifically,
obtaining Lieb-Robinson-type expressions, we provide com-
plete error bounds on the simulation of observables of
quantum systems coupled to a bosonic bath with infinitely
many degrees of freedom, such as the spin-boson model.
This includes the errors incurred due to the truncation of
the local Hilbert spaces of the harmonic oscillators and due
to the truncation of the length of the harmonic chain
representing the environment. In this manner we provide
a fully rigorous upper bound on the error for the numerical
simulation of a spin-boson model and its generalization to
multiple baths and more general systems.
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