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The charge transfer (ionization) of hydrogen Rydberg atoms (n ¼ 25–34) incident on a Cu(100) surface
is investigated. Unlike fully metallic surfaces, where the Rydberg electron energy is degenerate with the
conduction band of the metal, the Cu(100) surface has a projected band gap at these energies, and only
discrete image states are available through which charge transfer can take place. Resonant enhancement of
charge transfer is observed for Rydberg states whose energy matches one of the image states, and the
integrated surface ionization signals (signal versus applied field) show clear periodicity as a function of n as
the energies come in and out of resonance with the image states. The surface ionization dynamics show a
velocity dependence; decreased velocity of the incident H atom leads to a greater mean distance of
ionization and a lower field required to extract the ion. The surface ionization profiles for “on resonance” n
values show a changing shape as the velocity is changed, reflecting the finite field range over which
resonance occurs.
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The collision of a Rydberg atom with a solid surface
typically leads to the transfer of the Rydberg electron to the
surface at distances less than 5n2a0, where n is the Rydberg
principal quantum number. This is especially true for
metallic surfaces, where the Rydberg energy is degenerate
with the conduction band so that resonant charge transfer
(RCT) occurs. Experimental and theoretical studies of this
phenomenon have focused on the effects of varying n, the
parabolic quantum number k, the velocity of the incoming
particle and the applied fields [1,2], and observing how the
ionization rate varies with distance from the surface [3]. For
nonhydrogenic atoms, adiabatic and nonadiabatic passage
through surface-induced energy level crossings leads to
behavior that varies with the Rydberg species [4]. Thus,
such studies reveal important information about the
Rydberg states and their dynamics near surfaces. An
equally important question addresses what such studies
reveal about the nature of the surface. Experimental studies
have been primarily conducted with flat-metal surfaces for
which the ionization dynamics are almost independent of
the material because of the generic behavior of RCT to the
conduction band. However, there have also been exper-
imental and/or theoretical investigations of the effects of
adlayers and thin insulating films [5], interaction with
doped semiconductors [6] and dielectric materials [7], and
the effects of corrugation and patch charges [8,9]. Related
theoretical calculations investigated the variation of ioniza-
tion rate of ground state H− with the thickness of a metal
film substrate [10]. All of these studies point to a degree of
sensitivity of the charge transfer process to the surface
characteristics. The mean radius of a hydrogenic Rydberg
orbit is of order n2a0 (e.g., ∼20 nm for n ¼ 20) and charge
transfer typically occurs at a Rydberg-surface distance of

3–5n2a0. Thus, information revealed about the geometrical
structure of the surface is limited to nanoscale features.
In this Letter we investigate the RCT of hydrogen

Rydberg atoms (n ¼ 25–34) incident on a Cu(100) surface
and probe the role of surface electronic structure through
the resonant nature of the process. Cu(100) has a band gap
at the energy of the Rydberg states and RCT can only occur
via “image-charge states.” An electron outside the surface
at a distance z gives rise to an image-charge attractive
potential given by (for a perfect conductor) VðzÞ ¼
−ð1=4zÞ. This one-dimensional Coulomb-like potential
can support an infinite series of bound states forming a
Rydberg-type series with energies given by

EISðnimgÞ ¼ −
1

16

1

2ðnimg þ aÞ2 ; ð1Þ

where nimg is the image-state index and a the quantum
defect parameter for a given surface. For Cu(111) a ≈ 0.02
and for Cu(100) a ≈ 0.24 [11]. Such states are only
observable in the band-gap range, as those degenerate with
the conduction band are mixed and broadened into the
band. In the direction parallel to the surface (for both
surface and image states), the wave function is very similar
to the bulk metal states and energy is not quantized. In the
nearly free-electron model, the states form bands with
energy

ϵðkÞ ¼ EIS þ
ℏ2

2m
ðk2x þ k2yÞ; ð2Þ

where EIS is the energy of the state with zero parallel
momentum [Eq. (1)]. There may also be intrinsic surface
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states in the band gap; whereas for image states the wave
function is almost entirely outside the metal, for surface
states it is located at the surface with some significant
penetration inside (cf. valence and Rydberg states of
isolated molecules). Surface and image-charge states have
been studied experimentally for various materials using
time-resolved two-photon photoemission, inverse photo-
emission, and scanning tunneling spectroscopy [12–14].
The current Letter extends earlier studies of charge

transfer between ground-state cesium atoms or H− and a
Cu(111) surface [15,16], and studies of reverse charge
transfer to H or Liþ from a Cu(111) surface [17]. In a recent
work we used a wave packet propagation method to
calculate surface ionization rates versus distance for a
moving Rydberg H atom (n ¼ 2–8) incident at Cu(111)
and Cu(100) surfaces [18]. We predicted that, for both
surfaces, resonances between the energy of the surface-
localized image states and the Rydberg atom result in
enhancement of the surface ionization process [18] leading
to charge transfer at greater distance from the surface.
However the low-n states considered there are not usable
experimentally due to their short lifetimes for radiative
decay. Here, we use the long-lived n ¼ 25–34 states, which
fall within the band gap of the Cu(100) surface.
Figure 1 shows the predicted energies of the n ¼ 25–34

k ¼ 0 H atom states and the surface-localized image states
as a function of applied field. k runs from −ðn − jmlj − 1Þ
and ðn − jmlj − 1Þ, but only the mid-Stark-manifold k ¼ 0
Rydberg states are studied; their energies are approximately
field independent and are also the least perturbed by the
surface, as indicated by the narrow widths of the blue lines
in Fig. 1. The k ¼ 0 states provide the greatest range of
field for crossing with the field-dependent image-state

energies, at which resonance-enhanced charge transfer is
expected.
The image-state and Rydberg atom energies are calcu-

lated independently by diagonalization of a Hamiltonian
using a discrete variable representation (DVR) basis set
[19]. In the first case the Hamiltonian is appropriate for an
electron interacting with its own image charge in a Cu(100)
surface, while in the second case it describes a Rydberg
atom outside a jellium surface. It was not possible to
calculate both sets of energies by diagonalization of the
same Hamiltonian as a very large basis set would be
required for convergence. A significant approximation is
the omission of the ion core of the Rydberg atom when
calculating the image-charge states.
The experimental setup to measure the H atom-surface

interactions was described previously [1]. In brief, H atoms
are formed by photolysis of a supersonic beam of NH3 at
193 nm in a capillary mounted on the pulsed nozzle [20].
Using a pure NH3 beam, the H atoms travel 50 cm to the
laser excitation point where the high-n (25–34) Rydberg
states are populated by two-color (λ1 ¼ 121.57 nm,
λ2 ¼ 365.75–366.75 nm), two-photon excitation via the
2p intermediate level. Excitation occurs in a large enough
field to allow selection of a specific Stark state (here k ¼ 0)
of the n manifold. The radiative lifetime of the n ¼ 30 H
atom Rydberg state in the presence of an applied electric
field is > 100 μm [21]. As shown in Fig. 2(a), the Rydberg

FIG. 1 (color online). The energies of the n ¼ 25–36 k ¼ 0 H
atom states, and the image states (nimg ¼ 6 to nimg ¼ 8) of the
Cu(100) surface. The widths of the H atom lines represent the
range of surface perturbation of the k ¼ 0 states for distances
from the surface of 3n2a0 to 6n2a0. The lengths of the lines
indicate the range of applied fields over which surface ionization
can be measured, before the onset of field ionization.

(a)

(b) (c)

FIG. 2 (color online). (a) Two-color excitation of H atoms
produces a beam of Rydberg atoms to probe a Cu(100) surface.
Field and surface ionization signals are spatially and temporally
separated due to the different ionization positions with respect to
the surface. (b) Schematic of the surface analysis chamber.
(c) The xyz manipulator allows the surface to be moved between
the surface analysis chamber and the Rydberg-surface experiment
under vacuum.
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atoms then travel 3 mm for ∼5 μm to interact with the
surface, which is mounted at a 15° incidence angle with
respect to the atom beam. The surface can be moved under
vacuum to a surface analysis chamber [Fig. 2(b)] where low
energy electron diffraction (LEED) and x-ray photoelectron
spectroscopy (XPS) are used to determine the elemental
composition, crystal plane, and presence of impurities on
the surface. The single crystal Cu(100) surface (Mateck
GmbH) was prepared in vacuum using 30 min of argon-ion
bombardment at 500 eV followed by heating at 700 °C for
20 min. Twenty sputtering and annealing cycles produced a
clear LEED pattern with the expected fourfold symmetry,
and XPS showed only trace oxygen impurities on the
surface. This indicated a clean and flat Cu(100) surface.
Ions, resulting from the Rydberg-to-surface electron

transfer, are extracted away from the surface to a detector
by applying a field perpendicular to the surface. The field is
present at the time of ionization and is switched from the
initial Stark field 1 μs after excitation. The minimum field
required to extract the ions ð~FminÞ depends on the Rydberg-
surface separation (D) at which ionization occurs and on
the kinetic energy of the incident H atom along the surface
normal ðT⊥Þ; for a flat, perfectly conducting surface,

~FminðD; T⊥Þ ¼
�
1

2D
þ

ffiffiffiffiffiffi
T⊥
D

r �
2

: ð3Þ

The mean value of D for a given Rydberg state is mildly
dependent on the applied extraction field [2].
Experimentally we observe “surface ionization profiles”

as in Fig. 3, each recording the intensity of surface
ionization signal (ions) as a function of extraction field.

The profiles shift to higher field as n decreases, because
ionization occurs closer to the surface and a greater field is
required to prevent the ion from being pulled into the
surface by its own image charge and velocity. The gradual
rise of the signal as the field increases reflects the range of
distances over which ionization takes place, but also the
surface-charge distribution (patch fields) that affects pri-
marily the extraction probability [9,22]. At sufficiently
large fields the Rydberg atom is field ionized before
reaching the surface, leading to a high-field cutoff in the
surface ionization profile. Ions from direct field ionization
are separated in time from the surface ionization signal: the
field ionization signal is used to normalize the surface
ionization profiles, to account for fluctuations in laser
power and molecular beam density.
As discussed below, measuring surface ionization pro-

files for different velocities provides an extra handle on
resonant charge transfer effects. Experimentally, the veloc-
ity is varied by changing the delay between the photo-
dissociation laser pulse and the two excitation lasers. Over
the 50 cm distance between the photolysis of NH3 and the
Rydberg excitation of H atoms, the atoms spread out in the
longitudinal direction according to their velocity; hence,
changing the delay picks out a different velocity. For a flat
surface, only the perpendicular component is physically
significant and, for the H atom beam here, is variable from
500–850 ms−1 with a 1% velocity resolution.
Examples of surface ionization profiles are shown in

Fig. 3 for three different n values and four different incident
velocities, while Fig. 4 plots the integral of the surface
ionization profile for n ¼ 25–34. The profiles in Fig. 3
appear similar to those measured for H atoms incident at a
gold surface [1] (for which RCT can occur at all n values,
as there is no band gap). For Cu(100), however, there are
larger variations in the intensity of the surface ionization
signal as a function of n. The maximum surface ionization

FIG. 3 (color online). H atom surface ionization profiles for
n ¼ 26, 27, 33 at various perpendicular velocities: black lines,
850 ms−1; red lines, 700 ms−1; green lines, 600 ms−1; blue
lines, 500 ms−1.

FIG. 4 (color online). The integrated surface ionization signal
for H atoms incident on a Cu(100) surface as a function of n. The
yellow line shows the corresponding behavior for a gold surface
at a velocity of 660 ms−1.

PRL 115, 093201 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

28 AUGUST 2015

093201-3



signal (normalized to field ionization) for n ¼ 26 is twice
that of n ¼ 27 (Fig. 3), and the low-field part of the profile
is also raised in intensity. Other such higher intensity
profiles are seen at n ¼ 31 and n ¼ 33. The increased
intensity at lower extraction fields implies a higher propen-
sity for ionization at a greater distance from the surface.
Figure 4 shows that the integrated surface profile for gold

(the yellow line) decreases monotonically as n increases,
because the field range over which ions are extracted and
over which the signal is integrated decreases with increas-
ing n. For Cu(100), however, clear peaks can be seen at
n ¼ 26; 31, and 33. We attribute this nonmonotonic behav-
ior to the predicted resonance effect resulting from energy
matching between the Rydberg states and the image-charge
states. Theoretical calculations for ionization of low-n H
atoms at Cu(100) and Cu(111) surfaces [18] show that in
the nonresonant case the charge transfer can only occur if
the electron takes up significant momentum parallel to the
surface. Conservation of angular momentum inhibits the
development of parallel momentum (this is a high angular
momentum state with respect to the atom), and there is a
marked preference for the electron flux to occur
perpendicular to the surface. The saddle point in the
electronic potential occurs along the perpendicular direc-
tion, and hence classically electron transfer should occur in
this direction. The calculations predict that resonance
enhancement of charge transfer manifests as a shift in
surface ionization to larger Rydberg-surface separations,
such that there will be more of a surface ionization signal at
lower fields, and an overall increase in intensity of the
surface ionization profile.
The wave packet calculations cannot be performed

currently for n ¼ 25–34 because the DVR grid required
is unmanageably large for converging calculations. But
similar resonant behavior is expected at higher n, as is
indeed demonstrated experimentally in Fig. 4. Three image
states, nimg ¼ 6 to 8, are predicted in Fig. 1 to cross the
Rydberg energies at n ¼ 26; 31, and 35, respectively,
compared to the experimental peaks at n ¼ 26; 31, and
33. The approximations in the calculations of Fig. 1,
particularly the absence of the ion in the image-state
calculation, mean that discrepancies in where resonances
occur may be expected, particularly at higher nimg; the
presence of the ion would tend to pull down the higher
image-state energies.
Each connected set of points in Fig. 4 represents the

integrated surface signal for different incident velocities of
hydrogen. In general, the variations with velocity are
greater for the resonant n values than for the off-resonant
values. For resonant n, the signal enhancement occurring as
the velocity is lowered tends to lead to a change in shape of
the profile. For example, for n ¼ 33 the 850 ms−1 signal
(Fig. 3, the black line) lies above the 850 ms−1 signal (the
green line) at 550 Vcm−1, but below it at 300 Vcm−1. For
the off-resonant n, the signal amplitude simply scales up as
the velocity decreases, and the signal increase is greater at

lower-field values—e.g., for n ¼ 27 the signal at
500 Vcm−1 and velocity 500 ms−1 is ∼4 times its value
at 850 ms−1, but only 1.5 times it at 1000 Vcm−1.
There are two contributing factors to the velocity depend-

ence of the signals: ion-extraction efficiency and ionization
distance. Both are dependent for a flat surface solely on the
velocity component of the Rydberg atom along the surface
normal. For the first factor, a larger extraction field is needed
to pull the ion away from the surface for higher initial
velocity [Eq. (3)]; the low-field onset of the ionizationprofile
shifts to the right and thus the integrated signal decreases
with increasing velocity. This variation with velocity is
greater for ionization further from the surface (i.e., for the
resonant case)—the second term in Eq. (3) becomes more
important as D increases for a given value of T, thus Fmin
varies more with T (and hence with collisional velocity).
Second, the more slowly moving atoms will have more time
to be ionized at greater distances from the surface, even
though the ionization rate is slow at such distances; hence,
themean ionization distance shifts to a larger value, reducing
the minimum extraction field required, and the integrated
signal decreases with velocity. Theoretical work for lower-n
states [18] shows that the second effect is also more
important for the resonant case.We believe the shape change
happens because the resonance only occurs in a certain field
range, and the velocity effects are likely to be different when
the system is in the resonant field range compared to the off-
resonant range. For the nonresonant casewhere ionization is
at a shorter distance, the acceleration of the Rydberg atom as
it gets closer to the surface (attracted by its own image
charge) tends to dwarf the effects of varying the initial
velocity. In this Letter we have demonstrated that the
predicted resonances between hydrogen atom Rydberg
states and the image states within the projected band gap
of a Cu(100) surface are experimentally observable. The
resonances occur in particular field ranges corresponding to
a range of crossing between Rydberg and image states.
Varying the velocity of the incoming beam provides a useful
additional diagnostic for the existence of the resonance
effects. This Letter shows that the Rydberg-surface collision
experiment can lead to useful information about the elec-
tronic structure of the surface, not just the Rydberg atom
itself. This type of experiment may be applicable to other
systemswhere there is quantization of the surface states, e.g.,
for thin films or nanostructures, and such surfaces are
currently under investigation. The attractiveness of using
the Rydberg charge transfer arises from the wide range of
energies that can be probed by populating different Rydberg
quantum states.
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