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We consider 1D lattices described by Hubbard or Bose-Hubbard models, in the presence of periodic
high-frequency perturbations, such as uniform ac force or modulation of hopping coefficients. Effective
Hamiltonians for interacting particles are derived using an averaging method resembling classical
canonical perturbation theory. As is known, a high-frequency force may renormalize hopping coefficients,
causing interesting phenomena such as coherent destruction of tunneling and creation of artificial
gauge fields. We find explicitly additional corrections to the effective Hamiltonians due to interactions,
corresponding to nontrivial processes such as single-particle density-dependent tunneling, correlated pair
hoppings, nearest neighbor interactions, etc. Some of these processes arise also in multiband lattice models,
and are capable of giving rise to a rich variety of quantum phases. The apparent contradiction with other
methods, e.g., Floquet-Magnus expansion, is explained. The results may be useful for designing effective
Hamiltonian models in experiments with ultracold atoms, as well as in the field of ultrafast nonequilibrium
magnetism. An example of manipulating exchange interaction in a Mott-Hubbard insulator is considered,
where our corrections play an essential role.
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The idea of engineering effective Hamiltonians using
high-frequency perturbations probably goes back to the
famous Kapitza pendulum [1–4]. In classical and celestial
mechanics there are many examples of systems with
separation of typical time scales on slow and fast ones,
and corresponding perturbation methods were developed a
long time ago [5]. It is interesting to adopt these methods to
the quantum realm, especially to lattice systems, where
high-frequency perturbations are often used, e.g., for
construction of quantum simulators (well-controllable
quantum systems for simulating complicated condensed
matter phenomena [6–8]).
Dynamical localization, transport, induced phase tran-

sitions have been studied in ultracold atoms in driven
optical lattices [9–18] and in solid-state systems [19–27].
Most of the applications are based on modifying single-
particle hoppings by a high-frequency force, a phenome-
non that is derived by averaging a Hamiltonian of the
system (i.e., keeping only zeroth order terms in 1=ω
(inverse frequency of perturbation) and neglecting all
higher-order terms. However, for many realistic applica-
tions of such type, it is important to derive accurate
effective Hamiltonians taking into account higher-order
terms (see, e.g., Ref. [28]). Here we determine explicitly
higher-order corrections to effective Hamiltonians of
driven quantum lattices by elaborating a method
[29–31] inspired by canonical perturbation theory. The
corrections correspond to nontrivial (many-body) proc-
esses such as single-particle density-dependent tunneling,

correlated pair hoppings, nonlocal (extended) pair hop-
ping, and so on. Using a suitable driving, we are able to
suppress or enhance a particular process in the effective
Hamiltonian. Such approach can be very useful for
engineering particular Hamiltonians, for simulating
solid-state phenomena via optical means, for accurate
interpretation of experiments with driven lattice systems,
etc. A particular application to a recent insightful proposal
of ultrafast and reversible control of exchange interactions
[32] is demonstrated.
The method can be seen either as a modification of the

method of Ref. [31], or as a modification of the Magnus
expansion approach [33,34]. Surprisingly, they can lead to
different results. Correspondingly, some related methods
available in the literature allow us to obtain results that are
in accord with ours [28,31], while others [33,35] may lead
to apparently different Hamiltonians. Especially, the differ-
ence between our approach and modifications of the
Magnus expansion method [33] is important. Magnus
expansion [33,34] is a popular tool in physics and math-
ematics with a rapidly growing number of applications. The
subtle issue is the order at which one can truncate the
asymptotic expansion; as we show below and in Ref. [36],
the first-order corrections obtained in the latter methods
often do not make a contribution to the spectrum of the
effective Hamiltonian in the same order. That is, physically
meaningful corrections to the effective Hamiltonian appear
only in the next, higher orders. To clarify our approach, let
us first start with the Schrödinger equation for a lattice
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system (e.g., a particle in a driven tight-binding model),
written in the matrix form

i _X ¼ ϵHX; ð1Þ

where ϵ ¼ 1=ω is a small parameter, ω is a frequency of
perturbation, HðtÞ is the Hamiltonian of the system, X is a
column of coefficients of expansion of a quantum state in a
certain basis, and fast time was introduced (t → t=ϵ),
resulting in the small coefficient ϵ in front of the rhs of
Eq. (1), to put high-frequency dependence of the
Hamiltonian in explicit form. Note that later we consider
the case where a certain part of the Hamiltonian H is large
(of order of ω), so that the rhs of Eq. (1) would contain
contributions of order of 1.
We may consider Eq. (1) as a classical dynamical system

for a vector X. We adopt then a classical averaging method
[5,29,40–42] to this system, in such a way that allows
convenient generalization to many-body systems [29]. One
makes a unitary transformation X ¼ C ~X so that

i _~X ¼ ½C−1ϵHC − iC−1 _C� ~X: ð2Þ

The expression in brackets is the newHamiltonian. To get an
effective time-independent Hamiltonian, the transformation
is sought in the form C ¼ exp½ϵK1 þ ϵ2K2 þ ϵ3K3 þ � � ��,
where Ki are skew-Hermitian time-periodic matrices (with
zero mean), which remove time-dependent terms from
the Hamiltonian, leaving only time-independent ones. An
iterative procedure analogous to the Hamiltonian averaging
method [29] gives us

i _K1 ¼ HðtÞ − hHðtÞi≡ fHg; iK1 ¼
Z

fHgdt;

i _K2 ¼
�
HK1 − K1H −

i
2
ð _K1K1 − K1

_K1Þ
�
;

ϵHeff ¼ ½C−1ϵHC − iC−1 _C� ¼ ϵH0 þ ϵ2H1 þ � � � ;

where curly brackets denote the time-periodic part of a time-
dependent function: fXg≡ X − hXðtÞi, where hXðtÞi≡
ð1=2πÞ R 2π

0 Xðt0Þdt0. Indefinite integrals above are defined
up to an additive constant, which is chosen in such away that
hKii ¼ 0. We have

H0 ¼ hHi; H1 ¼
1

2
h½fHg; K1�i;

H2 ¼
1

2
h½fHg; K2�i þ

1

12
h½f½fHg; K1�g; K1�i;… ð3Þ

where square brackets denote matrix commutation:
½A;B� ¼ AB − BA. This procedure resembles Floquet-
Magnus expansion [33]; however, there is an important
difference due to lifting the unnecessary requirement
Kið0Þ ¼ 0 present in that method. As detailed in

Ref. [36], it often allows us to remove the correction H1,
therefore obtaining much more accurate effective
Hamiltonians, where corrections to H0 in the expansion
start from H2.
Equation (3) allows us to consider, e.g., a particle in

driven tight-binding models with various external poten-
tials (see Refs. [29] and [36]). The general equations,
Eq. (3), (which are in agreement with method of
Ref. [30,31]) are also convenient for studying many-body
lattice systems. Indeed, in the case of many particles, one
can construct a corresponding Hamiltonian matrix and
fulfil the same transformations. It is not necessary to
consider Hamiltonians [Eq. (3)] in the matrix representa-
tion: one can use creation and annihilation operators.
Indeed, consider now a 1D Bose-Hubbard model with a
strong high-frequency driving:

H ¼ HBH þHdðtÞ; HdðtÞ ¼ ωEðωtÞ
X
j

jnj;

HBH ¼ J
X
i

ðc†i ciþ1 þ c†iþ1ciÞ þ U
X
i

niðni − 1Þ; ð4Þ

where J is the hopping parameter, U is the interaction
strength, and c†; c are bosonic creation or annihilation
operators. Following the approach we used in the single-
particle case, we make a preliminary transformation
Uð0ÞðtÞ ¼ exp½ifðωtÞPjnj�, fðωtÞ≡ R

t
0 ωEðωt0Þdt0, and

make the rescaling of time, t0 ¼ ωt ¼ t=ϵ, so that the
new Hamiltonian is ϵHðtÞ ¼ ϵ½H0 þ δHðtÞ�, where

H0 ¼
X
i

Jeffðc†i ciþ1 þ c†iþ1ciÞ þ U
X
i

niðni − 1Þ;

δHðtÞ ¼
X
i

½δþðtÞc†i ciþ1 þ δ−ðtÞc†iþ1ci�;

Jeff ¼ JheifðtÞi; δ�ðtÞ ¼ J½e�ifðtÞ − heifðtÞi�: ð5Þ

In other words, the new Hamiltonian is ϵHðtÞ ¼
ϵ½Piðδþ0 ðtÞc†i ciþ1þ δ−0 ðtÞc†iþ1ciÞþU

P
iniðni− 1Þ�, where

δ�0 ¼ Je�ifðtÞ.
To find operators K1; K2;H1;H2 explicitly, we fulfil

more complicated many-body calculations. In the first
order, _K1 ¼ −ifHg ¼ −iϵ

P
i½δþðtÞc†i ciþ1 þ δ−ðtÞc†iþ1ci�,

and therefore K1 ¼ −iϵ
P

i½δþ1 ðtÞc†i ciþ1 þ δ−1 ðtÞc†iþ1ci�,
δ�1 ¼ R

δ�ðt0Þdt0. Commutators ½H; K1�; ½½H; K1�; K1�,
etc, are derived in Ref. [36]. The first-order terms in the
new Hamiltonian (before averaging) are ½H;K1�¼
−2ϵiU

P
jδ

þ
1 c

†
jðnj−njþ1Þcjþ1−δ−1 c

†
jþ1ðnj−njþ1Þcj. These

terms resemble somehow the result of the calculations of
Ref. [35] (the structure of Hamiltonian is the same, but the
coefficients δ�1 are different). However, in our approach
this contribution disappears during time-averaging (being
averaged to zero: H1 ¼ 1

2
h½fHg; K1�i ¼ 0), and therefore

to find the nonvanishing contribution to the effective
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Hamiltonian, we need to consider the next orders of
perturbation, exactly as in the single-particle case. This
gives us (see Ref. [36])

H2 ¼ −2UðΔþâ1 þ H:c:Þ − 2UΔ0â2; ð6Þ
where

Δþ ¼ 1

2
hδþ2 δþi; Δ0 ¼

1

2
hδþδ−2 þ δþ2 δ

−i;
â1 ¼

X
j

ðc†j−1ð4nj − njþ1 − nj−1Þcjþ1 − 2c†jc
†
jcjþ1cjþ1Þ;

δ�2 ¼
Z

δ�1 ðt0Þdt0;

â2 ¼
X
j

½4njnjþ1 − 2njðnj − 1Þ− ðc†j−1c†jþ1c
2
j þH:c:Þ�:

ð7Þ
The effective Hamiltonian contains nearest-neighbor

interactions and several types of correlated tunneling
processes (pair tunneling c†jc

†
jcjþ1cjþ1 and pair “dissocia-

tion” or “association” process c†j−1c
†
jþ1cjcj=c

†
jc

†
jcjþ1cj−1).

Because of these terms, onemay expect a rich phase diagram
of the driven system. In particular, it is known that
the extended Bose-Hubbard model possesses a super-
solid phase.
We note that in the case of harmonic perturbation

E ¼ −E0 sin t, we have Δþ ¼ −
P∞

k¼1ð−1Þk½J2kðE0Þ=k2�.
This is a decaying oscillatory function of E0 which can
be either positive or negative, and by varying the amplitude
E0 one can either maximize its absolute value (e.g., at
E0 ¼ 1.77), or put it to zero (e.g., at E0 ¼ 3.33). At the
same time, Δ0 ¼ −

P∞
k¼1½J2kðE0Þ=k2�, which is a nonvan-

ishing oscillatory function of E0 with local minima at
E0 ¼ 1.93; 5.32, etc. We see that using a suitable driving, it
is possible to suppress or enhance particular processes in
the effective Hamiltonian.
It is worth it to consider a classical limit ni ≫ 1, where

one gets a driven discrete nonlinear Schrödinger equation
(DNLSE). Applying canonical perturbation theory to the
driven DNLSE we get an effective Hamiltonian which is
indeed the classical limit of Eq. (6); i.e., it can be obtained
from Eq. (6) by replacing operators with c– numbers [36].
Consider now the driven Hubbard model

H¼HHþHdðtÞ;
HdðtÞ¼ωEðωtÞ

X
j

jnj;

HH ¼ J
X
i;σ

ðc†i;σciþ1;σþc†iþ1;σci;σÞþU
X
i

ni;σni;−σ ð8Þ

(with c†i;σ; c
†
i;σ being fermionic creation and annihilation

operators) which becomes, after the preliminary trans-
formation discussed above,

H ¼
X
i;σ

ðδþ0 c†i;σciþ1;σ þ δ−0 c
†
iþ1;σci;σÞ þ U

X
i

ni;σni;−σ:

Calculations analogous to the Bose-Hubbard model case
give us (see Supplemental Material [36])

H1 ¼ 0;

H2 ¼ UΔ0ð−2S þAþA† þ 4V − 2VÞ
þ U½Δ−ð4R − 2Rþ R2Þ þ H:c:�; ð9Þ

where Δ− ¼ ðΔþÞ�, and several types of tunneling and
interaction processes were denoted as S; A; R;R; R2; V,
and V. S is the kinetic exchange interaction. A† denotes a
tunneling process where a pair of atoms at the jth site is
dissociated into two atoms at neighboring sites (j − 1 and
jþ 1). A denotes a corresponding correlated tunneling
process of association of two atoms into a pair. R (R†)
denotes a correlated tunneling process where an extended
pair of atoms tunnels to the right (left) neighboring sites.
R (R†) denotes tunneling of a localized pair of atoms to the
right (left). R2 (R†

2) denotes single-particle next-nearest-
neighbor density-dependent tunneling to the right (left); V
is the nearest-neighbor interaction, and V is the usual local
interaction.

S ¼
X
j;σ

c†jþ1;σcj;σc
†
j;−σcjþ1;−σ;

A ¼ A↑;↓ þA↓;↑; Aσ;−σ ¼
X
j

c†j;σcj−1;σc
†
j;−σcjþ1;−σ;

R ¼ R↑↓ þR↓↑; Rσ;−σ ¼
X
j

c†j;σcj−1;σc
†
jþ1;−σcj;−σ;

R ¼
X
j

c†jþ1;↓cj;↓c
†
jþ1;↑cj;↑;

R2 ¼
X
j;σ

c†jþ1;σcj−1;σðnj−1;−σ − 2nj;−σ þ njþ1;−σÞ;

V ¼
X
j;σ

nj;σnjþ1;−σ; V ¼
X
j

nj;↓nj;↑: ð10Þ

After returning to the physical time (remember that we
did rescaling t → t=ϵ), the second-order correction is
ð1=ω2ÞH2 [Eq. (9)] [43].
The second-order corrections we found enter the effec-

tive Hamiltonian with a prefactor UJ2=ω2. We therefore
formally require not only ω ≫ J, but also ðUJ2=ω2Þ ≪ 1
for our theory be applicable. Surprisingly, it works well
even beyond these restrictions (Fig. 1). It is clear that the
larger U makes the corrections more important. Moreover,
it is possible to find situations where our “corrections”
drastically change effective low-energy Hamiltonians. For
example, for U ≫ 1 and half-filling, the Hubbard model
describes a Mott insulator where remaining spin degrees of
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freedom are coupled by an antiferromagnetic exchange
interaction Jex ¼ ð2J2=UÞ (this is captured already in a
two-site Hubbard model: among the four states (for total
Sz ¼ 0), the two low-lying states are singlet and triplet
states with one electron per site and energies
ES ¼ −ð4J2=UÞ, ET ¼ 0. The spectrum at low energies
is described by a spin Hamiltonian 2Jexs1s2 with Jex ¼
ðET − ESÞ=2 ¼ ð2J2=UÞ). If parameters in the driven
Hubbard model are such that ðJ2=UÞ ∼UðJ2=ω2Þ, i.e.,
U ∼ ω, then high-frequency corrections are of the
same order as the effective exchange interaction itself,
and therefore play a crucial role. Very recently, it was
proposed to control exchange interactions by time-periodic
modulation of an electric field [32]. The corresponding
results of Ref. [32] can be reproduced and enlightened
in our approach. For the two-site model, the correction
to the effective Hamiltonian simplifies to AðE0Þ½ðn1↓ −
n2↓Þðn1↑ − n2↑Þ− ðc†2↑c1↑c†1↓c2↓þ c†2↓c1↓c

†
1↑c2↑Þ�−CðE0Þ

ðd†2d1þH:c:Þ, where dk are annihilation operators
of pairs (doublons), A and C are functions of driving
that in the case of harmonic driving are equal
to −ð4UJ2=ω2Þ P∞

1 ½J2mðE0Þ=m2� þ Oð1=ω4Þ and ð4UJ2=
ω2ÞP∞

1 ½ð−1ÞmJ2mðE0Þ=m2� þOð1=ω4Þ, correspondingly.
Parameter A (which gives the strength of exchange inter-
action) can be calculated taking into account an infinite
number of terms in 1=ω expansion, in case we leave only
the leading order contribution in U in every term. Then,
A ¼ −4J2U

P∞
m¼1 J

2
mðE0Þ=½m2ω2 −U2�. It is interesting

that this result, obtained under assumption ω > U, remains
valid also for ω < U [32]. We can obtain an even more
accurate expression for the effective interaction, which
includes influence of other terms in the effective
Hamiltonian: eigenvalues of the effective two-site
model can be obtained analytically (see Supplemental
Material [36]). The half-distance between the two
lowest levels is equal to ΔE=2≡ Jex ¼ 1

4
ðAþC−Uþffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

16J2e þ ðUþ 3A−CÞ2
p

Þ≈ ð2J2e=UÞ þAþ ð2J2e=U2ÞðC−
3AÞ þ � � � For parameters used in Ref. [32], Jex is shown on
Fig. 1. It reproduces calculations of Ref. [32] amazingly
well (see Fig. 1 and Ref. [36]). Moreover, it shows that our
second order corrections provide reliable approximation
(unless tunneling is completely suppressed by driving), and
therefore for longer lattices, our effective Hamiltonian
adequately describes modification of effective exchange
interaction, as well as emergence of auxiliary terms.
Indeed, for large U, one can see that the most important
contribution to the effective Hamiltonian comes from S,
other terms increase the number of double occupancies and
therefore are suppressed by the (original) interaction term
of the Hubbard model. One can eliminate them via a
standard approach, by a canonical transformation which
renormalizes coefficients of the remaining terms, i.e.,
exchange interaction [45]. When J2=U ∼ UðJ2=ω2Þ, with
a good accuracy we find the effective exchange interaction

is composed of the usual J2=U part and our correction from
S. So the driving not only modifies the J2=U part (by
renormalizing J → Je), but also adds a “correction”Swhich
canbeof the sameorder. Suppressionof theother terms in the
effectiveHamiltonian at largeU justify usage of the two-site
model result in the extended system: we see that at least in
the 1D case, the change of the exchange interaction is nearly
the same as in the two-site system. Recently, the fermionic
two-site systemwas realized experimentally [46]. For a long
1D lattice, the ability to switch the exchange interaction to
the ferromagnetic type implies an interesting possibility of
simulating an unusual spin-polaron excitation in driven
lattices: a bound state of an extra fermion and a magnon
[47]. Such a quasiparticle has peculiar properties, e.g., large
effective mass [47], [36]. Experimental and theoretical
studies of polarons and spin-polarons in ultracold gases is
currently a very active topic of research [48]. One can also
switch on and off single-particle and doublon hopping by
varying parameters of driving [36].
To formalize the intriguing accuracy of summation of U

terms in the high-frequency expansion, we propose a
modified version of the averaging method specifically
suited for the large-U case. Let us separate theU-dependent
part of the Hamiltonian HU, and consider in detail the case
ω ¼ OðUÞ. After introducing the fast time, our system has
a form different from that of Eq. (1)

FIG. 1 (color online). Exchange interaction Jex in the driven
fermionic two-site model as a function of the driving strength E0.
Parameters: U ¼ 10, “bare” tunneling J ¼ −1, ω ¼ 16. Harmonic
driving changes the effective tunneling constant (J → Je ¼
JJ0ðE0Þ) affecting the exchange interaction in the zeroth order in

1=ω: Jð0Þex ¼ ½2J2eðE0Þ=U�. Solid curves, from up to down: bare

exchange interaction Jð0Þex ; theoretical prediction Jð2Þex with correc-

tions up to the second order in 1=ω taken into account; Jð4Þex with

corrections up to the fourth order in 1=ω taken into account; Jð∞Þ
ex

with infinite order of terms in 1=ω expansion taken into account
(with leading order inU contribution in each term) (the lowest solid
curve). Dashed curve (nearly indiscernible from the lowest solid
curve): numerical value of the exchange interaction (kindlyprovided
by J. Mentink). In the regions where Je is strongly suppressed by

driving (around zeros of Jð0Þex ), the second order corrections become
insufficient, and one needs to include fourth and higher orders in

1=ω. Jð2Þ;ð4Þ;…ex are defined as the half-distance between the two
lowest levels of the effective Hamiltonian of the 2-site model [36].
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i _X ¼ ½HϵU þ ϵHðtÞ�X; ð11Þ
where HϵU is of the order of 1. We have the system where
driving is fast with respect to all time scales except U. We
avoid the case of exact resonances U ¼ mω. Considering
Eq. (11), we get modified equations for the transformation
C and the effective Hamiltonian. After returning to the
original time,

Heff ¼ HU þ hHi þ ϵH1 þ ϵ2H2 þ � � � ;

H1 ¼
1

2
h½fHg; K1�i ¼

1

2

X
m≠0

½HðmÞ; Kð−mÞ
1 �;

H2 ¼
1

2
h½fHg; K2�i þ

1

12
h½½fHg; K1�; K1�i

þ 1

2
h½½HϵU; K2�; K1�i; ð12Þ

where K1 ≡P
KðmÞ

1 exp ðimtÞ; K2 ≡P
KðmÞ

2 exp ðimtÞ
are now should be determined from equations for the
Fourier harmonics KðmÞ

1 ; KðmÞ
2

KðmÞ
1 ¼ −

1

m
ðHðmÞ þ ½HϵU; K

ðmÞ
1 �Þ≡ RmðHðmÞÞ;

KðmÞ
2 ¼ −

1

m
ðΦðmÞ þ ½HϵU; K

ðmÞ
1 �Þ≡ RmðΦðmÞÞ;

ΦðmÞ ¼ ½hHi; KðmÞ
1 � þ 1

2

X
kþl¼m

½HðmÞ; KðlÞ
1 �:

Solving these equations for the two-site model, we get

HUþhHiþϵH1¼

0
BBB@

−A −A Je Je
−A −A Je Je
Je Je UþA −C
Je Je −C UþA

1
CCCA; ð13Þ

where for the case of harmonic driving A¼
−
P

m≠0½2JmðE0Þ2ϵ2U=m2−ðϵUÞ2�;C¼P
m≠0½2JmðE0ÞJ−m

ðE0Þϵ2U=m2−ðϵUÞ2�. It is interesting that in this modifi-
cation (developed for the case ω ∼U ≫ J), by summing
the first 3 terms in the expansion, we get the result which
coincides with summation of infinite number of terms in
our initial approach. The case ω < U is very interesting
since it allows us to amplify antiferromagnetic exchange
interaction (in the opposite case ω > U exchange inter-
action is always diminished). This amplification is inter-
esting, e.g., from the point of view of recent experiments
with ultracold fermionic atoms [49], where short-range
quantum magnetism was achieved by loading atoms in
dimerized lattices and then merging the plaquettes.
Amplification of antiferromagnetic interactions by driving
can be easily combined with this method.
To conclude, a convenient method based on canonical

transformations has been applied to two different lattice

systems: driven Hubbard and Bose-Hubbard models. For a
general high-frequency driving, we derive explicitly effec-
tive Hamiltonians including corrections from interactions.
In the regime ω ≫ U ∼ J, density dependent tunnelings
play an important role in the effective Hamiltonian.
Compared to other approaches (e.g., Ref. [35]), we reveal
that physically meaningful contributions to the effective
Hamiltonian are given by the second order corrections.
While it is clear that effective Hamiltonians look differently
in different frames, it was not clear that this requires a
careful check of the order at which an effective Hamiltonian
might be truncated. That is, expansion in small parameter
1=ω may give a nonvanishing first-order term, which one
may assume to be a valid lowest order correction [35].
However, if this term can be completely removed by a
canonical transformation, it means it does not contribute
to the spectrum of the effective Hamiltonian in that order,
and one needs to start consideration from the second order
corrections. In present experiments with shaken optical
lattices a frequency of driving is typically chosen in the kHz
regime (much higher than time scales related to trapping
potentials and (weak) interactions, and much lower than
the interband transition frequency). Explicit knowledge of
corrections from trapping potentials [29] and many-body
interactions we derived here allow us to extend the range of
the parameters of shaken lattice experiments to the sub-kHz
regime. In the regime (ω ∼U ≫ J), the corrections dras-
tically influence the effective (Heisenberg) Hamiltonian,
which is important for ultrafast control of magnetism in
solids and simulation of magnetism with ultra cold atoms.
In the latter case, not only amplification of antiferromag-
netic exchange is possible, but also switching to ferromag-
netic exchange interaction, which allows simulation of
ferromagnetic tJ model. Another inspiring direction of
applications is photo-induced superconductivity and
metal-insulator transitions [25–27], where recent studies
show the importance of induced Kapitza-like effective
potentials [26].
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