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The biexciton cascade process in self-assembled quantum dots (QDs) provides an ideal system for
realizing deterministic entangled photon-pair sources, which are essential to quantum information science.
The entangled photon pairs have recently been generated in experiments after eliminating the fine-structure
splitting (FSS) of excitons using a number of different methods. Thus far, however, QD-based sources of
entangled photons have not been scalable because the wavelengths of QDs differ from dot to dot. Here, we
propose a wavelength-tunable entangled photon emitter mounted on a three-dimensional stressor, in which
the FSS and exciton energy can be tuned independently, thereby enabling photon entanglement between
dissimilar QDs. We confirm these results via atomistic pseudopotential calculations. This provides a first
step towards future realization of scalable entangled photon generators for quantum information
applications.
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Entangled photon pairs play a crucial role in quantum
information applications, including quantum teleportation
[1], quantum cryptography [2], and distributed quantum
computation [3]. It has been proposed [4] that the biexciton
cascade process in self-assembled quantum dots (QDs) can
be used to generate “event-ready” entangled photon pairs.
As shown in Fig. 1(a), a biexciton decays into two photons
via two paths of different polarizations jHi and jVi.
If the two paths are indistinguishable, then the final result
is a polarization-entangled photon-pair state [4–6]
ðjHXXHXi þ jVXXVXiÞ=

ffiffiffi
2

p
. However, there is a small

energy difference between the jHi- and jVi-polarized
photons, known as the fine-structure splitting (FSS), which
is typically between approximately −40 and þ80 μeV in
InAs=GaAs QDs [7–9], much larger than the radiative
linewidth (∼1.0 μeV) [5,10]. This finite FSS leads to a
time-dependent phase between the two components of the
emitted two-photon state [11]. For practical use of the
entangled photons, it is typically required that the FSS be as
small as possible, at least smaller than the radiative line-
width [5,10]. Considerable efforts have been expended in
the attempt to eliminate the FSS of excitons in QDs, and
significant progress has been made in understanding
[12–15] and manipulating the FSS in self-assembled
QDs in recent years. Various techniques have been devel-
oped to eliminate the FSS in QDs [16–23]. In particular, it
was recently found that through the application of com-
bined uniaxial stresses or of stress in combination with an
electric field, it is possible to reduce the FSS to nearly 0 for
typical self-assembled InAs=GaAs QDs [23–25].

However, for the construction of practical QD devices
for application in quantum information science, these
devices must be scalable. One possible application of
scalable entangled photon emitters, which is depicted in
Fig. 1(b), is as a quantum repeater to distribute entangle-
ment over long distances. The setup shown in Fig. 1(b) can
also be used to generate multiphoton entanglement [26,27].
On-demand entangled photon emitters offer considerable
great advantages of over the traditional parametric down-
conversion process for the generation of multiphoton
entanglement, which has a finite probability of generating
more than one photon pair in an excitation cycle. In these

FIG. 1 (color online). (a) A schematic illustration of
the biexciton cascade process. The energy difference between
the H- and V-polarized photons is known as the FSS. For the
preparation of entangled photon pairs, the FSS must be smaller
than 1 μeV. (b) QD-based entangled photon emitters used in a
quantum repeater. The entangled photon pairs from the two QDs
are entangled by the polarized beam splitter, which requires that
λ2 ¼ λ3. This setup can also be used to generate multiphoton
entanglement.
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applications, the wavelengths of the joint photons must be
identical, i.e., λ2 ¼ λ3 in Fig. 1(b), although λ1 and λ4 are
not necessarily equal. Moreover, it is often necessary to
interface the entangled photon pairs with another quantum
system, such as an N-V center, a cold atom, or another type
of solid quantum system. Furthermore, because the scal-
ability of the entangled photons strongly depends on the
quality of each emitter, these applications require that
the wavelengths of the QDs be tunable while maintaining
the FSS at nearly 0. However, it has been found that there
are strong correlations between the exciton energy and the
FSS of excitons [17,28]. Furthermore, because of random
alloy distributions and other uncontrollable effects, the
physical properties of QDs differ dramatically from dot to
dot. Therefore, it is still a great challenge to fabricate such
scalable entangled photon generators using dissimilar
quantum dots.
The independent tunability of the FSS and exciton

energy is therefore essential for the realization of scalable
entangled photon emitters. We demonstrate such tunability
by proposing the application of a three-dimensional
stressor to the QDs. Our basic setup is schematically
illustrated in Fig. 2(a). We consider QDs that are tightly

glued to the yz plane of a piezoelectric lead zirconic titanate
(PZT) ceramic stack [16]. The [100] axes of the QDs
samples are aligned with the polar (z) axis of PZT, whereas
the [010] and [001] axes of the QDs are aligned with the y
and x axes of the PZT, respectively. Two independent in-
plane electric voltages Vz and Vy are applied to the PZT
device as shown in Fig. 2(a), thereby generating electric
fields Fz and Fy along the PZT z and y axes, respectively.
The electric fields induce an in-plane strain on the QDs as
follows:

e
↔ ¼

0
B@

d33 0 0

0 d31 0

0 0 d⊥

1
CAFz þ

0
B@

0 d15 0

d15 0 0

0 0 0

1
CAFy; ð1Þ

where d33, d31, and d15 are the piezoelectric coefficients of
PZT and d⊥ ¼ ðd33 þ d31ÞS12=ðS11 þ S12Þ. S11, S12, and
S44 are the elastic compliance constants of GaAs. The
electric fields Fz and Fy induce in-plane strains on the QDs
as shown in Fig. 2(b): Fz causes strain along the [010] and
[100] axes of the QD sample, whereas Fy causes strain
along the [110] axis of the QDs. As demonstrated in
Ref. [24], one can almost entirely eliminate the FSS in a
typical InAs=GaAs QD by applying a suitable combination
of such strains. To tune the exciton energy, we apply a
stress along the [001] direction of the QD sample [see
Fig. 2(b)], which can be achieved by placing another PZT
stressor on top of the device. This pressure generates a
strain ezz on the QDs. To allow the photons to pass through,
we can place a transparent pressure transmitter between the
sample and the stressor [see Fig. 2(a)]. Now, we have a
device that can freely tune the 3D strain on the QDs. Next,
wewill show that the device is capable of tuning the exciton
emission energy over a wide range while keeping the FSS
at a minimum (< 0.1 μeV).
To verify that our device functions as intended, we

perform atomistic pseudopotential calculations to confirm
the above predictions. We model the InAs=GaAs quantum
dots by embedding InAs dots in a 60 × 60 × 60 eight-atom
GaAs supercell. The QDs are assumed to be grown along
the [001] direction, on the top of the one monolayer InAs
wetting layers [29]. To calculate the exciton energies and
their FSS, we must first obtain the single-particle energy
levels and wave functions by solving the Schrödinger
equation

�
−
1

2
∇2 þ VpsðrÞ

�
ψ iðrÞ ¼ ϵiψ iðrÞ; ð2Þ

where VpsðrÞ ¼ VSO þP
n

P
α vαðr −Rn;αÞ is the super-

position of local screened atomic pseudopotential s vαðrÞ,
and the total (nonlocal) spin-orbit (SO) potential VSO. The
atomic positions fRn;αg of type α at site n are obtained by
minimizing the total strain energies arising from the dot-
matrix lattice mismatch using the valence force field

(a)

(b)

FIG. 2 (color online). (a) A three-dimensional stressor that can
be used to independently tune the FSS and exciton energy in
QDs. (b) Two bias voltages Vz and Vy are applied to generate in-
plane strain, which is used to tune the exciton FSS. The p½001�
stress is used to tune the exciton energy. The blue and red
structures represent the shapes of the QDs before and after,
respectively, the application of the voltages and stresses.
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method [30]. The pseudopotentials of the InAs=GaAs QDs
are taken from Ref. [31]; these pseudopotentials have been
well tested. The Schrödinger equations are solved using a
linear combination of bulk bands method [32].
The exciton energies are calculated using the many-

particle configuration interaction method [33], in which the
(many-particle) exciton wave functions are expanded as
Slater determinants for single excitons and biexcitons
constructed from all of the confined single-particle electron
and hole states. The exciton energy is obtained by diagonal-
izing the full Hamiltonian in the above basis, where the
Coulomb and exchange integrals are computed numerically
from the pseudopotential single-particle states, using the
microscopic position-dependent dielectric constant.
Including spin, this state is fourfold degenerate. The
electron-hole Coulomb interactions leave this fourfold
degeneracy intact. The FSS arises from the asymmetric
electron-hole exchange matrix [12]. The piezoeffects are
ignored in the calculation, as it was shown in Ref. [34] that
the FSS of an InAs=GaAs QD changes only marginally
when the piezoeffects are included.
We have calculated eight ðIn;GaÞAs=GaAs dots. The

details of structure and alloy composition for these dots are
given in Table S4 of the Supplemental Material [35]. The
results for two dots QD A and QD B are presented in
Fig. 3(a). These results are obtained as follows: First, in the
absence of p½001�, we carefully choose the in-plane electric
fields Fz and Fy to obtain the strain tensor e

↔
, that reduces

the exciton FSS to nearly 0 [24]. For QD A, the applied
in-plane electric fields are FzðAÞ ¼ 9.6 kV=cm and
FyðAÞ ¼ 3.3 kV=cm, whereas for QD B, the electric fields
are FzðBÞ ¼ 3.5 kV=cm and FyðBÞ ¼ 4.3 kV=cm. We
then switch on the perpendicular stress to study the
evolution of the exciton energy and FSS as functions of
p½001�. Figure 3(a) depicts the exciton and biexciton
emission energies for QD A and QD B as functions
p½001� with the in-plane electric fields Fz and Fy (and thus
the in-plane strain) held fixed. Although, in practice, one
can apply only positive pressure (compression) to the QDs
in our device, we plot the results for negative pressure
simply for theoretical interest. We find that the exciton
energy can be tuned over a wide range of approximately
20 meV as p½001� is varied from −200 to 200 MPa, with a
slope of ∼6 meV=100 MPa for both QDs. The change in
exciton energy is comparable with the full width at half
maximum of a general QD ensemble. These results suggest
that, in principle, the exciton energies of most QDs grown
in the same sample can be sufficiently tuned to become
identical using our scheme. The corresponding results for
the FSS are presented in Fig. 3(b). Remarkably, the change
in the FSS with p½001� is rather small. For QD A, the FSS
[the red dots in Fig. 3(b)] is approximately 0.03 μeV at
p½001� ¼ 0. It becomes slightly larger with increasing p½001�
and reaches ∼0.1 μeV at p½001� ¼ �200 MPa. The FSS of
QD B [the blue squares in Fig. 3(b)] exhibits somewhat

stronger dependence on p½001� and reaches approximately
0.5 μeV at p½001� ¼ �200 MPa. This is, nevertheless, still
smaller than the homogeneous broadening of the spectrum
(∼1 μeV), which defines the upper limit on entangled
photon generation. In this situation, it is possible to further
reduce the FSS at a given p½001� by tuning the in-plane
electric fields Fz and Fy. The blue dots represent the FSS of
QD B after such optimization. By slightly changing
FyðBÞ from 4.3 to 4.5 kV=cm, the FSS is reduced from
approximately 0.5 μeV to approximately 0.08 μeV at
p½001� ¼ 200 MPa. This change will shift the exciton
energy by only approximately 0.02 meV. This energy shift
can be compensated by increasing p½001� by 0.36 MPa,
which causes a negligible change in the FSS. In this
manner, we can tune the FSS to nearly 0 at any given
exciton energy in the range within only one or two
iterations. We also calculate the exciton radiative lifetimes
for p½001�. The exciton lifetimes for QD A and QD B are
around 1 ns and change little with varying p½001�, which is
advantageous for the proposed device applications. We
remark that the stresses applied to the samples are fairly
small (< 200 MPa), on a scale that has been demonstrated
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FIG. 3 (color online). (a) The exciton and biexciton energies of
QD A and QD B as functions of stress p½100� for fixed Fz and Fy.
(b) The FSSs of QD A and QD B as functions of stress p½001�. The
red dots represent the FSS of QD A for Fz ¼ 9.6 kV=cm and
Fy ¼ 3.3 kV=cm. The blue squares represent the FSS of QD B
for Fz ¼ 3.5 kV=cm and Fy ¼ 4.3 kV=cm, and the blue dots
represent the FSS of QD B after further optimization of Fy.
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to be safe for such samples [17,20]. Specifically, it has been
demonstrated that such samples are safe under hydrostatic
pressure of up to 4 GPa [40].
Additional results for dots with different geometries and

alloy compositions are presented in Table S5 of the
Supplemental Material [35]. We fit the calculated atomic
pseudopotential results using a 2 × 2 model [15,24].
Although it is easy to understand from the 2 × 2 model
that, in principle, the FSS and exciton energy can be tuned
simultaneously to their desired values through suitable
combination of three linearly independent external fields,
our scheme offers the additional advantage that the exciton
energy and FSS can be tuned almost independently; i.e., the
in-plane strain has a very strong effect on the FSS and a
relatively small effect on the exciton energy, whereas p½001�
has a strong effect on the exciton energy but a rather small
effect on the FSS. The (nearly) independent tuning of the
FSS and the exciton energy is an enormous advantage for
the realization of scalable entangled photon sources. The
electric field may also be used to tune the FSS [21,23].
However, the exciton energies will simultaneous change
dramatically under a change in the electric field because of
the Stark effects. It is therefore more difficult to tune both
quantities to their target values, which requires the simul-
taneous tuning of the three external fields.
Now, wewill consider the above results at several different

levels. First, wewould like to understandwhy in-plane strains
have small effects on EX, whereas p½001� has large effect?
Because the envelope functions of the electron and hole states
change little when the external strain is not very large, the
direct electron-hole Coulomb interaction also changes
little (see Fig. S1 in the Supplemental Material [35]). The
change in exciton energy is therefore primarily determined by
the single-particle energy gap Eg. We can estimate the slope
of the relation between the exciton emission energy (or
recombination energy) and the stress as follows:

dEðX0Þ
dp

≈
dEg

dp
: ð3Þ

If we neglect theOðp2Þ terms, then the slope of the change in
the band gap under a variation in stress along the [001]
direction can be written in accordance with the Bir-Pikus
model [35]

dEg

dp
≈ −agðS11 þ 2S12Þ − bvðS11 − S12Þ: ð4Þ

For the in-plane stresses along the [010], [100], and [110]
directions, we have

dEg

dp
≈ −agðS11 þ 2S12Þ þ

1

2
bvðS11 − S12Þ: ð5Þ

Here ag ¼ ac − av ¼ −6.08 eV is the deformation potential
of the band gap, and ac and av are the deformation potentials

of the conduction and valence bands. bv ¼ −1.8 eV is the
biaxial deformation potential of the valence bands. Because
of the cancelation between the first term and the second term
in Eq. (5), the in-plane stresses have a small effect on the band
gap. By contrast, the stress along the [001] direction has a
much larger impact on the exciton energy because the first
and second terms are added.
The second question is why the in-plane stresses (strains)

have a more significant influence on the FSS than does the
[001] stress (strain)? Intuitively, as shown in Fig. 2(b), Fz
and Fy modify the in-plane anisotropy of the QDs, whereas
p½001� does not. The microscopic mechanism of the strain
tuning of the FSS in self-assembled InAs=GaAs QDs was
studied in Ref. [41], where the change in the exciton FSS
under external stresses was analytically derived using the
Bir-Pikus model. For simplicity, we will illustrate the
results using a 6 × 6 model. We have

ΔFSS ¼ 2jKODj ≈ j2ðκ þ iδÞ þ 4εþKj; ð6Þ

where KOD is the off-diagonal element of the exchange
integral matrix and is equivalent to half the FSS. κ, δ, and K
are exchange integrals over different orbital functions [41].
In particular, 2K ∼ 300–400 μeV is approximately the
dark-bright exciton energy splitting. The exchange inte-
grals over different orbital functions change only slightly
under external strain. The change in the FSS is primarily
attributable to the band mixing [41]:

εþ ¼ R�

2
ffiffiffi
3

p
�
1

Q
þ 9

Δ

�
þ 3ðS�Þ2

2QΔ
; ð7Þ

where R, Q and Δ, S are parameters in the Bir-Pikus model
(see the Supplemental Material [35]). As seen from Eq. (7),
Q appears only in the denominator and has a much larger
value than those of R and S; therefore, the change in εþ
under stress primarily depends on the slopes of R and S. As
shown in Table S6 of the Supplemental Material [35], the
stress along the [001] direction changes only the isotropic
and biaxial strains, i.e., changes only Q, and therefore has
little effect on the slope of εþ. By contrast, the in-plane
stresses modify the in-plane anisotropy of the QDs, i.e.,
exx-eyy, which changes R and therefore modifies the heavy
hole-light hole coupling and the FSS [35].
To conclude, we proposed a novel portable device that

allows the FSS and exciton energies of ðIn;GaÞ=GaAs QDs
to be tuned (nearly) independently. This achievement
represent a first step towards the future realization of
scalable entangled photon-pair generators for quantum
information applications, such as long-distance entangle-
ment distribution, multiphonon entanglement, and inter-
faces with other quantum systems. The device can be
implemented using current experimental techniques.
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