
Electric-Field Modulation of Damping Constant
in a Ferromagnetic Semiconductor (Ga,Mn)As

Lin Chen,1 Fumihiro Matsukura,1,2,3,* and Hideo Ohno1,2,3
1WPI-Advanced Institute for Materials Research (WPI-AIMR), Tohoku University, 2-1-1 Katahira, Aoba-ku, Sendai 980-8577, Japan

2Center for Spintronics Integrated Systems, Tohoku University, 2-1-1 Katahira, Aoba-ku, Sendai 980-8577, Japan
3Laboratory for Nanoelectronics and Spintronics, Research Institute of Electrical Communication,

Tohoku University, 2-1-1 Katahira, Aoba-ku, Sendai 980-8577, Japan
(Received 2 December 2014; revised manuscript received 18 May 2015; published 30 July 2015)

The modulation of the Gilbert damping constant α in (Ga,Mn)As by the application of an electric field is
detected by ferromagnetic resonance measurements, where α increases with decreasing hole concentration.
The smaller modulation of other magnetic parameters, such as magnetic anisotropy fields and Landé g
factor, suggests that the modulation of α is governed by other effects rather than the spin-orbit coupling.
Comparison of the conductivity dependence of α with that of the magnetization indicates that the magnetic
disorder induced by carrier localization plays a major role in determining the magnitude of α in (Ga,Mn)As.
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The Gilbert damping constant α, which determines the
relaxation and coherence of collective spins, is one of
the fundamental parameters governing the magnetization
dynamics in ferromagnets [1]. It is also critical for the
performance of spintronics devices, such as for the threshold
current for spin-transfer torque switching [2,3]. The damp-
ing constant is considered to consist of extrinsic and intrinsic
terms. The intrinsic one for metal magnets is known to be
related to spin-orbit coupling, density of states at Fermi
level, and electron scattering rate [4–6]. The extrinsic one
is found in magnetic and nonmagnetic heterostructures,
where α of themagnetic layer is enhanced by a nonlocal spin
relaxation process in the adjacent nonmagnetic layer [7,8].
To address damping mechanisms, experimental work
was carried out on various material systems [9–11]. Some
routes for manipulating α were also investigated, such
as material engineering [4,5,9–11], size effect [12], spin
pumping [7,8], and electric-field effect [13]. While the
material dependent nature of α was confirmed, details of
the mechanism determining α are yet to be established.
Thus, a method for tuning α in the samematerial by external
means is vital to elucidate the mechanism, as well as to
searchways to control themagnitude ofα [13]. In this Letter,
in an effort to shed light on the mechanism, we focus on the
electric-field effect on α of a ferromagnetic semiconductor,
(Ga,Mn)As. Electric-field control of magnetism is now one
of the most important subjects in the field of spintronics,
because it is expected to provide an opportunity to develop
new functional devices. So far, electric-field effects, such as
control of the Curie temperature TC, magnetic anisotropy,
and the coercive force, have been realized in magnetic
semiconductors and then in ferromagnetic metals [14–27].
Here, we show that α of (Ga,Mn)As can be modulated by
the application of an electric field onto a metal-insulator-
semiconductor (MIS) structure. The results show that

carrier localization exerts a major influence on the mag-
netization relaxation in (Ga,Mn)As.
A (Ga,Mn)As film with nominal Mn composition x of

0.13 and thickness of 4 nm is grown at 185 °C on a GaAs
(001) substrate by low-temperature molecular-beam epi-
taxy (MBE) through a buffer layer consisting of 4 nm GaAs
and 30 nm Al0.8Ga0.2As [16,28]. After removal from the
MBE chamber, the sample is annealed at 200 °C for 10 min
in the air to increase conductivity and magnetization [29],
which increases TC from 60 K to 100.6 K. Magnetization
measurements reveal that the sample does not include
detectable MnAs second phase with TC ∼ 310 K.
Relatively high Mn doping and post-growth annealing
are used to make the sample be in the metallic side of
the metal-insulator transition (MIT), to guarantee detect-
able ferromagnetic resonance (FMR) absorption for the
present thin (Ga,Mn)As layer. The sample is processed into
a MIS structure (Fig. 1) with an Al2O3 gate insulator for-
med by atomic layer deposition at 130 °C and a Au=Cr gate
electrode by thermal evaporation at ambient temperature.
A positive gate voltage VG is defined as a positive voltage
applied to the metal gate with respect to (Ga,Mn)As.

FIG. 1 (color online). Schematic of metal-insulator-
semiconductor (MIS) structure for ferromagnetic resonance and
magnetization measurements. Capacitance area is 1.0 × 2.3 mm2.
Right panel shows crystal orientations of (Ga,Mn)As and the
definition of angles of magnetic field θH and magnetization θM.
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The capacitance of the device is determined to be
0.27 μF=cm2 from the gate-voltage sweep rate dependence
of the charge and discharge current. The maximum applied
VG is 24 V, which corresponds to an electric field of
∼4 MV=cm. Hole concentration p is modulated by ∼25%
from 2.8 × 1020 cm−3 at þ24 V to 3.5 × 1020 cm−3 at
−24 V, where p is determined from the gate-voltage
dependence of the sheet conductance by assuming the
gate-voltage independent carrier mobility [17,30].
Figures 2(a) presents FMR spectra at VG ¼ 0 as a fun-

ction of the magnetic-field angle θH, measured at micro-
wave frequency f ¼ 9.0 GHz (its power P ¼ 3 mW) at
15 K. The angle θH and magnetization angle θM are
measured from the device normal, as shown in Fig. 1.
We obtain resonant field HR and linewidth ΔH, which
correspond to the center field between peak and dip fields
and 31=2 times peak-to-dip width [31], by averaging the
values determined from 5 measurements of each spectrum
with ∼0.01 mT steps. Figures 2(b) and 2(c) present
the FMR spectra at 20 K as a function of VG at θH ¼ 0°
and 90°, where the modulation of the spectra is clearly
observed. The gate-voltage dependence of HR and ΔH is
summarized in Figs. 2(d)–2(g) with error bars representing
their variations over 5 measurements. The dependence of
HR at θH ¼ 0° and 90° shows the opposite tendency; i.e.,
μ0HR (μ0 is permeability in vacuum) decreases by ∼1 mT
at θH ¼ 0° [Fig. 2(d)], while it increases by ∼1 mT at
θH ¼ 90° [Fig. 2(e)] by changing VG from −23 V to

þ24 V. This results from the change of the magnetic
anisotropy field under VG through the change of p as well
as magnetization [32]. The magnitude of μ0ΔH increases
by ∼4 mT with increasing VG for both angles [Figs. 2(f)
and 2(g)]. We measure the gate-voltage dependence of
FMR spectra of three other devices with a 4-nm (Ga,Mn)As
channel for the same x of 0.13 or different x of 0.11,
and observe similar behavior with the modulation of the
linewidth by 5%–10%.
Figure 3(a) presents the magnetic-field angle dependence

of HR at VG of −23, 0, and þ24 V, where the modulation
of HR is almost invisible due to the scale of the figure. The
dependence is fitted by the resonant condition [33],�
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for the configuration shown in Fig. 1. Here, ω is the angular
frequency of magnetization precession (ω ¼ 2πf), γ the
gyromagnetic ratio (γ ¼ gμB=ℏ), g the Landé g factor,
μB the Bohr magneton, ℏ the Dirac constant, HK the
effective perpendicular magnetic anisotropy field including

FIG. 2 (color online). Ferromagnetic resonance spectra as a
function of (a) magnetic-field angle θH at 15 K, and as a function
of gate voltages VG at 20 K at magnetic-field angles (b) θH ¼ 0°
and (c) θH ¼ 90°. Gate-voltage VG dependence of resonant fields
HR at (d) θH ¼ 0° and (e) θH ¼ 90° and that of linewidths ΔH at
(f) θH ¼ 0° and (g) θH ¼ 90°.

FIG. 3 (color online). (a) Magnetic-field angle dependence of
resonant fields HR at 20 K as a function of gate voltages VG.
Symbols represent experimental results, and the solid line is
the fit by Eq. (1). Gate-voltage dependence of (b) magnetic
anisotropy fields, HK , HB, and HU, and (c) Landé g factor g.
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demagnetizing field, HB the in-plane biaxial magnetic
anisotropy field along h100i, and HU the in-plane uniaxial
magnetic anisotropy field along the ½1̄10� orientation [34].
Figures 3(b) and 3(c) summarize the gate-voltage depend-
ence of the magnetic anisotropy fields and g factor. The
modulation of the magnetic anisotropy fields is small as
noticed from small modulation of HR [Figs. 2(d) and 2(e)].
The obtained g value is∼1.95, slightly smaller than 2, which
is expected to result from the antiferromagnetic coupling
between localizedMn2þ and holes [33,35]. The almost con-
stant g is consistent with the previous study on (Ga,Mn)As
with p ranging from 1019 cm−3 to 1021 cm−3 [36].
For other magnetic materials, it is known that extrinsic

effects, such as inhomogeneity and two-magnon scattering,
contribute very often to FMR linewidth broadening
[13,31,37,38]. For (Ga,Mn)As, however, it was shown
that the magnetic-field angle dependence of ΔH can be
described solely by considering the isotropic damping
constant [39]. Figure 4(a) shows the magnetic-field angle
dependence of ΔH as a function of VG, where clear
modulation of ΔH is seen. The dependence is fitted by
calculating the linewidth of the imaginary part of dynamic
susceptibility χ00, which is proportional to the FMR
absorption. The expression for χ00 is obtained by solving
the Landau-Lifshitz-Gilbert (LLG) equation as

χ00 ¼ α
ffiffiffiffiffiffiffiffiffiffiffiffiffi
HR

1H
R
2

p ½H1ðH1 þH2Þ þ ðHR
1H

R
2 −H1H2Þ�

ðH1H2 −HR
1H

R
2 Þ2 þ α2HR

1H
R
2 ðH1 þH2Þ2

M;

ð4Þ
where H1

R and H2
R are H1 and H2 at HR, and M the

magnetization [39]. As shown by solid lines in Fig. 4(a), the
magnetic-field angle dependence of ΔH can be reproduced
by using Eq. (4) with α as an adjustable parameter and
magnetic anisotropy fields in Fig. 3(b). The modulation of
the amplitudes of the FMR signals observed in Figs. 2(b)
and 2(c) is also described by Eq. (4) through the modu-
lation of the magnetic anisotropy and α (not shown).
Figure 4(b) shows the gate-voltage dependence of α, which
is modulated by ∼10% from 0.0523 at −23 V to 0.0578
at þ24 V.
Now, we discuss the mechanism of the modulation of α.

For metal ferromagnets, α is known to often scale with the
magnitude of magnetic anisotropy field and/or ðg − 2Þ2

[40,41]. This is reasonable because the spin-orbit coupling
determines the magnitudes of α, magnetic anisotropy, and
the deviation of g from 2 [42]. Our experimental finding,
however, is that themodulation of α is sizable, while those of
the magnetic anisotropy fields and g factor are small. The
intrinsic damping constant related to the spin-orbit coupling
is known to be determined by the combined effects of intra-
and interband transitions [6,43]. The contribution from the
intraband transition results in α inversely proportional to
the electron scattering rate and thus inversely proportional
to the electrical resistivity ρ, αintra ∝ 1=ρ. On the other hand,
the contribution from the interband transition results in α
proportional to the scattering rate and thus to ρ, αinter ∝ ρ
[43]. For (Ga,Mn)As, the contributions fromboth transitions
are expected due to the spin mixing resulting from the spin-
orbit coupling in the valence band. α is also shown to depend
on the magnitude of the p-d exchange coupling, because it
affects the degree of spin mixing [44]. This model predicts
that α increases with increasing p for metallic (Ga,Mn)As
through the increase of the density of states at the Fermi
level [44,45]. The present observation, however, reveals
an opposite trend to this theoretical expectation, but seems
to be consistent with the interband transition mechanism.
To check if this is the case, we measure the temperature
dependence of ρ as a function of VG in a field-effect
structure with a Hall-bar geometry from the same wafer.
As shown in Fig. 5(a), ρ increases by ∼25% by changing
VG from −24 V to þ24 V, which is much larger than
the modulation of α of ∼10%. This suggests that α in
(Ga,Mn)As is determined not by the interband transition
or at least not by the interband transition alone.
Because (Ga,Mn)As is in the vicinity of the MIT even

for metallic samples and its ferromagnetism is mediated
by holes, there exists magnetic disorder due to local
fluctuation of the hole concentration in (Ga,Mn)As with
uniformMn distribution and flat interfaces [19,46–48]. The
region richly populated by holes shows ferromagnetic resp-
onse, whereas that poorly populated by holes shows super-
paramagneticlike response [19]. For a MIS structure, the
ratio of the two regions is modulated by the application of
VG through the change of hole distribution in (Ga,Mn)As

FIG. 4 (color online). (a) Magnetic-field angle dependence of
linewidthsΔH at 20 K as a function of gate voltages VG. Symbols
represent experimental results, and solid lines are fittings by using
Eq. (4). (b) Gate-voltage dependence of damping constants α.

FIG. 5 (color online). (a) Temperature dependence of resistivity
ρ at gate voltages VG of −24, 0, and þ24 V. (b) Temperature
dependence of in-plane magnetization M for zero-field cooled
state and state under magnetic field μ0H of 200 mT at gate
voltages VG of −23, 0, and þ23 V. TC is modulated by ∼6 K.
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near the interface with a gate insulator [19]. As shown in
Fig. 5(b), we determine the magnetization components,MF
and MSP, corresponding to ferromagnetic and superpara-
magneticlike responses, respectively, by measuring the
temperature dependence of magnetization. The MF is
detected as magnetization at zero magnetic field in the
zero-magnetic-field cooled state [19]. The sum Mtot of MF
andMSP, is detected as the magnetization under a magnetic
field of 200 mT larger than saturation field, whereMSP (the
difference between Mtot and MF) includes blocked and
unblocked superparamagneticlike components. The MF
decreases under positive VG due to the increase of the
depletion thickness, while Mtot is almost independent of
VG. The gate-voltage independent Mtot shows that the
portion of MF is converted to the component of MSP
through, for example, the formation of ferromagnetic
clusters or bound magnetic polarons (BMPs). Because
the Bohr radius of Mn is ∼1 nm [49], one Mn ion contacts
with a few tens of other Mn ions for (Ga,Mn)As with
effective Mn composition of 0.075 to form BMPs in the
depleted regime. The ratio ofMSP=Mtot, which is a measure
of the degree of the magnetic disorder, increases with
increasing ρ. To investigate the effect of the disorder in a
wider range of ρ, we grow a 200-nm-thick insulating
pseudomorphic (Ga,Mn)As layer (x ¼ 0.075) and a
20-nm-thick layer with metallic conductivity (x ¼ 0.068)
through a GaAs buffer layer on a GaAs substrate in the
same MBE chamber used for the MIS sample. Because
the FMR intensity is determined by the total magnetic
moments and conductivities of the sample, one needs a
thicker layer of (Ga,Mn)As with less x and/or conductivity.
The samples are annealed at several different conditions
with annealing temperature between 200 °C and 250 °C
and annealing time up to 45 min [50], to investigate
the resistivity dependence of magnetization and α of
(Ga,Mn)As. The ratio of MSP=Mtot is larger in samples
with higher resistivity, as shown in Figs. 6(a) and 6(b). We
also measure FMR spectra as a function of θH to determine
α for these samples. For samples with large MSP=Mtot, the
FMR signal survives slightly above TC, and both HR and
ΔH vary continuously across TC, while the FMR signal
disappears at TC for samples with small MSP=Mtot. This
suggests that ferromagnetic and superparamagneticlike
components are detected simultaneously by FMR. The
closed symbols in Fig. 6(c) show α as a function of ρ, which
shows a very similar trend to MSP=Mtot (open symbols).
The squares present MSP=Mtot and α for the MIS devices
as a function of ρ, where ρ is changed by the applied VG.
A similar resistivity dependence of α andMSP=Mtot is again
obtained. Figure 6(d) replots α in itsMSP=Mtot dependence,
which shows the curves for all the samples with different ρ
coalesce into a single curve. This observation suggests
strongly that α in (Ga,Mn)As is determined mainly by
the magnetic disorder induced by carrier localization. The
result also confirms that the application of VG changes
the degree of the disorder in the MIS structure, and thus

modulates the magnitude of α. Other possible effects on α,
such as magnetoelastic effect through piezoelectric effect,
seem to be less effective.
In summary, we demonstrate the modulation of damping

constant α of (Ga,Mn)As by the application of gate
voltages. A relatively large modulation ratio of ∼10% is
observed, whereas the modulation ratios of other magnetic
constants, such as saturation magnetization, magnetic
anisotropy fields, and Landé g factor, are much smaller.
The modulation of α results from the modulation of the
ratio of superparamagneticlike to the total magnetic com-
ponent, indicating that the degree of magnetic disorder
related to the metal-insulator transition plays a major role in
determining α in (Ga,Mn)As. The results are important for
further understanding of the microscopic origin of α, as
well as for developing an efficient way to control the
magnitude of α.
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FIG. 6 (color online). Temperature dependence of magnetiza-
tion M of zero-field cooled state and state under magnetic field
μ0H ¼ 200 mT for (a) a 200-nm-thick insulating sample with
x ¼ 0.075 and (b) a 20-nm-thick metallic sample with x ¼ 0.068.
(c) Damping constant α (closed symbols) and ratio of super-
paramagneticlike component MSP to total magnetic component
Mtot (open symbols) as a function of resistivity ρ. Circles
(triangles) are for the sample with x ¼ 0.075 (0.068), whose ρ
is changed by annealing. Squares are for the MIS structure, whose
ρ is change by applied gate voltage. The results for the samples
with x ¼ 0.075 and 0.068 are taken at 10 K except for one α value
obtained at 45 K as indicated, and those for the MIS structure are
taken at 20K. (d) α as a function ofMSP=Mtot. Circles and triangles
are for (Ga,Mn)As with x ¼ 0.075 and 0.068, respectively.
Squares are for (Ga,Mn)As in the MIS structure.
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