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Using molecular dynamics, we simulate the abrasion process of an atomically rough Fe surface with
multiple hard abrasive particles. By quantifying the nanoscopic wear depth in a time-resolved fashion, we
show that Barwell’s macroscopic wear law can be applied at the atomic scale. We find that in this
multiasperity contact system, the Bowden-Tabor term, which describes the friction force as a function of
the real nanoscopic contact area, can predict the kinetic friction even when wear is involved. From this the
Derjaguin-Amontons-Coulomb friction law can be recovered, since we observe a linear dependence of the
contact area on the applied load in accordance with Greenwood-Williamson contact mechanics.
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On the macroscale a manifold of wear models and
equations exist [1]. Barwell gave a set of three different
empirical wear laws describing the wear-in, the steady-
state, and the wear-out regimes, respectively [2]. Most
commonly, wear laws are phenomenological relationships
based on contact-mechanical considerations. Several of
these steady-state wear models were developed around the
middle of the 20th century and predict a linear dependence
of the wear volume on the load and the sliding distance
[3–6]. They all typically depend on at least one empirical
parameter (e.g., the wear coefficient) that cannot actually be
derived, so their predictive power is severely limited.
Over the last decades, effects at the nanoscale have

received increasing attention [7]. Various experiments,
which typically investigate single-asperity contacts estab-
lished in an atomic force microscope (AFM), have shown
that established macroscopic wear laws are not readily
applicable at the atomic length scale [8–10]. Currently, the
most effort in nanotribology is directed toward single-
asperity contacts due to their fundamental importance and
the possibility of well-defined experiments with AFMs.
However, considering applications in nanotechnology such
as nano- or microelectromechanical systems [11], many
open questions remain such as the influence of the multi-
asperity contact area on the acting wear mechanisms.
The Amontons-Coulomb law [12] states that, for mod-

erate sliding velocities, the friction force is linearly
dependent on the applied load via the coefficient of friction
(CoF) and independent of the apparent contact area. By
recognizing the importance of roughness in contacts,
Bowden and Tabor noted that the friction force is propor-
tional to the contact area of the involved asperities via the

effective shear strength [13]. The applicability of such
macroscopic friction laws to nanoscale contacts must
be subject to close scrutiny since understanding the relevant
nanoscopic friction phenomena remains a challenge
[14,15].
In this work, we apply a recently proposed modeling and

evaluation approach based on molecular dynamics (MD)
simulations [16,17] to quantify the wear depth, the contact
area, and the friction force that arise during the two-body
wear of a nanorough Fe surface due to multiple hard
abrasive particles. The discussion of the wear and friction
laws that are applicable to dry multiasperity abrasion at the
nanoscale is the purpose of this Letter.
All simulations were performed using the open-source

MD code LAMMPS [18] and a Finnis-Sinclair potential [19]
for the bcc Fe substrate interactions. Figure 1(a) shows a
snapshot of the surface with lateral dimensions of 28.5 ×
28.5 nm2 (replicated periodically) and Gaussian roughness
with a root-mean-squared height of 0.8 nm before the
abrasion process starts. The randomly oriented rigid cubic
abrasive particles with an edge length of 4.2 nm are then
dragged across the surface at a velocity of vðmaxÞ ¼ 80 m=s
for 15 ns and an angle of ≈7° with the box edge so that the
particles do not immediately rework their own wear tracks.
Their relative positions are fixed and particle rotation is not
allowed, which corresponds to two-body wear or grinding
with hard, bound abrasives. This process is simulated
at constant loads of 81.5, 244.5, 407.5, 611.25, and
815 nN, equivalent to normal pressures of 0.1–1 GPa
obtained via a division by the nominal contact area, similar
to Refs. [20,21]. Because of their rigidity, the abrasive
particles themselves are not subject to wear. The interaction
between the abrasives and the Fe surface was modeled
using a Lennard-Jones potential with ε ¼ 0.125 eV and
σ ¼ 0.2203 nm, leading to weak adhesion. Equivalent
simulations were carried out using abrasives of spherical
shape with a radius of 3.25 nm. The base of the substrate is
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thermostated to 300 K using a Langevin thermostat, but
during the simulations the average temperature of the
substrate lies between 340 and 500 K, depending on
abrasive particle geometry and load. The MD-typical
disregard of some electronic effects, in particular their
contribution to the material’s thermal conductivity, results
in these high temperature gradients within the substrate,
which in turn may lead to somewhat overestimated surface
temperatures and wear rates.
During the simulations, any atom with a momentary

advection velocity of v < 0.1vðmaxÞ is labeled as part of the
substrate, with 0.1vðmaxÞ ≤ v ≤ 0.9vðmaxÞ as part of the
shear zone, and with v > 0.9vðmaxÞ as part of a wear
particle, see Fig. 1(b). This approach allows the dynamic
partition of the nonrigid system components into deforma-
tion zones with different crystallographic features, as
justified in Ref. [16]. The number of atoms in the wear
particles, multiplied with a per-atom volume derived from a
Fe bcc unit cell and divided by the lateral cross section of
the simulation box, yield the mean wear depth hw. We
found that the time development of hwðtÞ can be best

expressed as a combination of Barwell’s wear-in and
steady-state contributions

hwðtÞ ¼ w0τw

�
1 − exp

�
−

t
τw

��
þ wct; ð1Þ

which reproduces our data more closely than, e.g., a square-
root time dependence found valid in Ref. [22]. In Eq. (1),
w0 is the initial wear (depth) rate at t ¼ 0 that dominates the
run-in period characterized by the time constant τw, and wc
is the steady-state wear (depth) rate. The separate use of the
two terms in Eq. (1) has led to a feasible experimental
methodology to determine macroscopic wear coefficients
from measured data [23], while a combination of both
terms has been used to predict the experimental run-in and
stationary wear of metals in ball-on-disk test configurations
[24,25]. According to our best knowledge, we can show
here for the first time that this combination of macroscopic
wear laws also holds on the nanoscopic length scale, as can
be seen in Fig. 2.
Most of the height reduction by wear takes place during

the first nanosecond in all cases. With spherical abrasives
and low loads, hardly any wear takes place, so the
respective final topography is almost entirely a product
of an atom rearrangement from asperity tips to pits. The
time constant τw rises linearly with load when using
spherical abrasives, ranging from 0.02 to 0.24 ns, while
for cubic abrasives it is practically load independent at
τw ≈ 0.22 ns. The initial wear rates w0 lie in the range of
0.1–1.3 m=s, most likely influenced by the steep asperity
flanks of the initial substrate topography. Here, we observe

FIG. 1 (color online). (a) Initial system configuration with
cubic abrasive particles. The abrasives are shown in gray, and the
Fe substrate is colored according to the local height, where blue
denotes low and red denotes high. (b) Overview of the deforma-
tion zones to which an atom can be attributed according to its
momentary advection velocity v, where vðmaxÞ is the sliding
velocity of the abrasive particles.
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FIG. 2 (color online). Time dependence of the wear depth hw
calculated from simulation data (solid curves) fitted to the
combined Barwell wear law in Eq. (1) for several applied loads.
Green curves with dashed fits denote cubic abrasives; red ones
with dot-dashed fits denote spherical abrasives. Light hues
represent low loads; dark ones represent high loads.
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a sublinear load dependence that is more pronounced for
the spherical geometry than for the cubic abrasives. Since
w0 dominates the wear behavior for only approximately
1 ns in our simulations, it cannot be compared to wear rates
measured during (much longer) experimental run-in peri-
ods. We therefore focus on validating the results for the
steady-state wear rates wc, which, at 0.1–4 mm=s, are
approximately 3 orders of magnitude smaller than the
initial wear rates w0 and rise slightly superlinearly with
load, which might be explained with thermal activation
[26]. Although the Finnis-Sinclair potential used for the Fe
interactions could reproduce the corresponding processes,
our mean surface temperatures of up to 700 K may not be
sufficient for overcoming the activation energies taken
from Ref. [26].
We compare our fitted wear rates with two different

experimental works where sufficient data and information
are available. A ten-year experimental study on the wear of
soft gliding metals against hard gun steel at high sliding
velocities using a sophisticated high speed pin-on-disk test
device led to a vast amount of wear data [27,28]. A
conversion of our simulated steady-state wear rates to the
units used in Ref. [28] yields values of 0.004–0.16 mm3=m
depending on load, which must be compared to experimen-
tal rates of 0.002–1.5 mm3=m obtained for a similar sliding
velocity, but with the pressure range being an order of
magnitude smaller than ours. In an altogether different
example involving high pressure grinding rolls used in
the mineral processing industry [29], wear rates of
0.08–0.64 mm3=m were reported for pressures up to
1=100th of our maximum value. By estimating the lateral
size of the effective contact zone between the rollers
(≈30–150 mm2), the maximum range of our corresponding
simulated data converts to volumetric wear rates of
0.04–7.5 mm3=m. Corrected for the applied load, our data
fall into the lower ends of both experimentalwear rate ranges
as expected, since both examples exhibit high wear rates,
while typical grinding processes will lead tomarkedly lower
ones.We thus conclude that the results of our calculations lie
well within the bandwidth of experimental macroscopic
wear measurements.
In previous work, the authors have shown that the

friction force can be expressed as a superposition of the
load-dependent Amontons-Coulomb law, the contact-area-
dependent Bowden-Tabor term, and the load-independent
Derjaguin offset [30]. The resulting three-term kinetic
friction law for nano-tribological systems

FðLÞ ¼ F0 þ τAcðLÞ þ μL ð2Þ

describes mixed and boundary lubrication as well as
the transition between these lubrication regimes via three
independent constitutive system parameters: the Derjaguin
offset F0, the effective shear strength τ, and the CoF μ. For
this, classical MD was combined with the smooth particle
method (SPM) to estimate the load-dependent real contact

area AcðLÞ [31]. In the case of boundary lubrication where
no solid-solid contact occurs, it was demonstrated that the
three-term kinetic friction law turns into the Derjaguin form
[32,33] FðLÞ ¼ F0 þ μL; i.e., a nonvanishing Derjaguin
offset F0 complements the Amontons-Coulomb term μL,
where L is the applied load. Furthermore, we found that F0,
commonly attributed to the adhesion in the presence of a
lubricant at L ¼ 0, correlates with the disorder in the
lubricant [32] and is exponentially dependent on the
normalized sliding resistance area in boundary-lubricated
systems [33].
In our present simulations there always exists a non-

vanishing contact area between the atomically rough sur-
face and the abrasive particles independently of the applied
load, see Fig. 3. In contrast to the combined MD and SPM
scheme [31], here we first determine the number of atoms
defining the contact zone, see Fig. 1(b) and Ref. [16] for
details. The load-dependent multiasperity contact area
AcðLÞ ≠ 0 (∀L ≥ 0) is then calculated by multiplying this
number with the estimated average area of 8.15 Å2

assigned to a single Fe atom on the bcc (001) surface, a
procedure similar to that applied in Refs. [14,34]. More
accurate computational schemes, such as a Voronoi tessel-
lation [32] or an ab initio approach [35], lead to only
slightly different contact areas.
Inspecting the dependence of the friction force FðLÞ on

the resulting multiasperity contact area AcðLÞ in Fig. 3(a),
one immediately observes that FðLÞ is essentially directly
proportional to AcðLÞ, although the vanishing of both
quantities would require the load to become negative.
The points representing Acð0Þ are indicated by arrows
in Fig. 3(a) and can also easily be deduced from Fig. 3(b).

FIG. 3 (color online). (a) Friction force versus contact area.
(b) Contact area versus load. (c) Friction force versus load. Green
squares and red circles denote cubic and spherical abrasives,
respectively. Lines are linear fits to the data, and arrows indicate
the contact area at zero load.
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In accordance with the three-term kinetic friction law, this
means that the Bowden-Tabor term alone

FðLÞ ¼ τAcðLÞ ð3Þ
can describe the kinetic friction in the dry nanoscopic
abrasion process. Note that F0 becomes zero as
FðLÞ ¼ 0 for AcðLÞ ¼ 0. The slope of the linear
FðLÞ-versus-AcðLÞ relationship corresponds to the effec-
tive shear strength τ, a load-independent constitutive
system parameter that, as shown in Table I, is slightly
dependent on the shape of the abrasive particles. The values
of τ are higher than the shear strength of Fe. The reason for
this is that the effective shear strength does not merely
describe the shearing of Fe nanoasperities in the sense of
cleaving, but rather the kinetic friction of the entire nano-
tribological system, which also includes the rigid abrasives,
the formation of a dynamic shear zone, as well as the
energy-consuming separation and redeposition of small
clusters of atoms.
The pioneering single-asperity nanotribological studies

performed in the 1990s using either a surface forces
apparatus [36] or an AFM [37] have led the way to the
successful application and validation of Eq. (3) at nano-
scopic length scales [38,39]. Here, it seems that the single-
asperity contributions to the friction force sum up into a
single Bowden-Tabor term, as was already predicted in the
late 1930s [40], and accordingly Eq. (3) remains valid at
the nanoscale for dry multiasperity contacts. In contrast
to other MD work dealing with single- and multiasperity
contacts [14,41,42], we also quantify wear in our
simulations.
The multiasperity contact area AcðLÞ is found to vary

linearly with the applied load L, i.e.,

AcðLÞ ¼ Acð0Þ þ acL; ð4Þ
as depicted in Fig. 3(b), where ac is the load independent
slope of the AcðLÞ-versus-L relationship, and Acð0Þ > 0
is the multiasperity contact area at zero load. As can be
seen in Table I, both quantities ac and Acð0Þ depend on
the geometry of the abrasive particles. The linear
dependence of the real nanoscopic contact area on the
applied load L was also found in the wearless multi-
asperity MD simulations performed in Refs. [14,42], but
it has not been observed in single-asperity experimental
nanotribology [39]. At the macroscopic length scale,
Eq. (4) was first experimentally found by Bowden and
Tabor [40], and its validity was theoretically proven by

Greenwood and Williamson [43] assuming normally
distributed heights of the Hertzian asperities on the rough
surfaces in dry contact. The reason for the intersection
between the lines in Fig. 3(b) can be explained as
follows. At high loads, the sharper cubic abrasives can
penetrate deeper into the substrate, while also producing
larger wear particles that contribute to the total contact
area. At low loads, the higher conformity of the contact
between the spherical abrasives and the surface leads to a
larger contact area at zero load than for the point or edge
contacts of the cubic abrasives.
Substituting Eq. (4) into Eq. (3), the Derjaguin gener-

alization of the Amontons-Coulomb friction law is formally
recovered as

FðLÞ ¼ τAcð0Þ þ ðτacÞL≡ F�
0 þ μ�L: ð5Þ

In contrast to the Derjaguin offset F0 and the CoF μ in the
Derjaguin friction law, none of the quantities F�

0 ≡ τAcð0Þ
and μ� ≡ τac introduced here can be considered constitu-
tive system parameters, although they can even survive in
dry contact situations [44] and are independent of the
load, because they depend on each other, namely,
F�
0=μ

� ¼ Acð0Þ=ac. Note that when comparing the inde-
pendently fitted sets of parameters in Table I, the equiv-
alence μ� ¼ τac is reproduced, while the values on the left
and right side of F�

0 ¼ τAcð0Þ differ by 5%–20% since F�
0

is an extrapolation value. When plotting only the friction-
versus-load behavior without any knowledge of the real
contact area, as in Fig. 3(c), one might erroneously
conclude that the Derjaguin friction law sufficiently
describes our system and that therefore the friction force
is independent of the contact area. We have shown,
however, that it is only the validity of the Bowden-Tabor
law in Eq. (3) together with the linear load dependence of
the contact area in Eq. (4) that leads to the Derjaguin-type
friction-versus-load behavior seen in Fig. 3(c). As dis-
cussed before, this linear relationship between the load and
the contact area cannot be taken for granted for any given
contact situation.
Summarizing, we have shown here for the first time that

the Bowden-Tabor term alone completely describes the
kinetic friction in dry nanoscopic multiasperity systems
even when wear is involved, and that the time evolution of
the respective wear depth can be interpreted in terms of a
combination of macroscopic Barwell laws. The observed
linear load dependence of the friction force was found to be
a result of the linear relationship between the contact area
and the load.
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