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By means of ab initio calculations combined to statistical mechanics, we provide new evidence that an
experimentally undetectable tiny amount of impurities can be responsible for drastic changes in vacancy
concentrations ([V]), inducing large deviations from an Arrhenius law even at low temperature. It is the
case of O and N in α-Fe. The present finding is fully compatible with existing experiments, and changes
the previous common vision that C has the dominant effect. This study provides a route for bridging the
longstanding theoretical-experimental gap on the prediction of [V] in metals.
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Solid systems unavoidably contain structural defects and
impurities. It is well known that there may be strong
interactions between them, inducing drastic changes of
thermodynamic and kinetic properties of the system.
However, the physical processes involved are generally
unclear and not accessible by experiments. In particular,
residual interstitial impurities at concentrations below the
limit of detection systematically remain in the so-called
high-purity metallic samples. The simplest and the most
common structural defect in metals is the vacancy (V),
which mediates the atomic transport of substitutional
elements and therefore the evolution of microstructures.
However, fundamental properties of vacancies, such as
their formation free enthalpy GfðVÞ, which dictates the
vacancy concentration at thermal equilibrium and acts as a
main driving force for V elimination out of equilibrium,
is poorly known in transition metals (e.g., Cr, Nb, Ni, Zr,
Ti [1]). Among experimental difficulties is the sample
contamination by impurities. Atomistic simulations may
provide relevant insights beyond the experimental resolu-
tion, but in practice, these studies are usually limited to too
idealized systems (e.g., Cr [2], W [3]). Thus, longstanding
experimental-theoretical gaps exist for these elementary
quantities. This is, for instance, the case of bcc iron, the
basic component of steels.
In ferromagnetic α-Fe, there are only two measurements

of the V formation enthalpy: Hf ¼ 1.66� 0.1 eV from
muons spin rotation (μSR) [4] and Hf ¼ 2.00� 0.2 eV
from positron annihilation spectroscopy (PAS) in carbon-
doped samples [5]. In the paramagnetic state, Hf is
estimated between 1.40 and 2.00 eV [5–9]. These disparate
results have led to a longstanding controversy about the
interpretation of resistivity recovery experiments [10].
In iron, additional complexity stems from the magnetic

transition. However a recent theoretical study based on
density functional theory (DFT) calculations leads to a
very good agreement with the experimental self-diffusion
coefficient in α-Fe [11]. A semiphenomenological model is
used to account for magnetic disordering effects using 3

parameters: the reduced magnetization (experimental value
[12]), GfðVÞ ¼ 2.13 eV at T ¼ 0 K (DFT calculation, in
agreement with previous results within �0.1 eV [13–18])
and GfðVÞ ¼ 1.98 eV for fully magnetically disordered
α-Fe. These GfðVÞ values are well above most experi-
mental results but the fact that they allow a correct
prediction of the self-diffusion coefficient [which is propor-
tional toGfðVÞ] makes them reliable, along with the simple
magnetic model. The existence of another type of V
population in the samples, essentially immobile and not
contributing to the α-Fe self-diffusion coefficient, could
explain the fact that experimental GfðVÞ are generally
lower than theoretical values. Indeed, high-purity α-Fe
samples always contain a few atomic part per million
(appm) of C, N, and O atoms. Several experiments have
pointed out that at such low concentrations, C and N may
already have important effects on the V population in α-Fe
[19–23]. These effects stem from an attractive binding
between V and C or N, as confirmed by DFT calculations
(see, e.g., Ref. [17] and references therein). Therefore, there
are vacancy-solute clusters in the solid solution, and as
the solutes are located in an off-centered position rather
than inside the vacancy [17], muons and/or positrons are
sensitive to the free space existing in these clusters [24] (cf.,
Fig. 1). This way, the experimental techniques mentioned
above would measure the total V concentration in the

FIG. 1 (color online). Most stable cluster configurations. Gray
spheres, gray squares, and blue spheres represent Fe atoms, V,
and solutes, respectively. ~v is the Voronoï volume of V (free
space inside V), normalized by the Voronoï volume of the
isolated V (10.9 Å3).
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sample, ½V�, not the isolated V concentration. It is now well
known that some solute atoms (e.g., H) are able to increase
the equilibrium ½V� [25–29]. Thus the effective vacancy
formation free enthalpy in the solid solution containing
impurities ðGfðVÞjFe-CNOÞ might be much lower than in
pure α-Fe ðGfðVÞjFeÞ, the theoretical DFT value. V–X
binding energies are quite high in α-Fe [17,30–32], and
could be able to balance the low solute concentrations.
De Schepper et al. [5] have shown that VC pairs need to

be taken into account in their analysis of PAS data. They
obtained Hf ¼ 2.0� 0.2 eV in ferromagnetic α-Fe, which
is higher than previous estimations, and closer to DFT
results. Neglecting these VC pairs, they get a much lower
“effective” value: Hf ¼ 1.56� 0.1 eV.
DFT results provide some new insights because it is

known that N and O have a higher binding with V than C.
Moreover, VX2 clusters are particularly stable [17,30,33,34].
Ultimately, which are the vacancy-solute clusters mainly
responsible for the lowering of GfðVÞjFe-CNO?
To answer this question, we present a model of effective

vacancy formation free enthalpy for multicomponent dilute
alloys applied to an α-Fe matrix containing C, N, and O
atoms. This model relies on a low-temperature expansion
(LTE) of the partition function [17,35–37]. As Monte Carlo
methods [38–40] are not suited for the study of dilute solid
solutions [17], this LTE formalism provides an accurate
way of bridging the gap between Lomer’s model for
infinitely dilute solid solutions [41] and the cluster-
variation method for concentrated alloys [42,43]. Our
results enable a reinterpretation of μSR and PAS experi-
ments in ferromagnetic α-Fe.
In very dilute solid solutions, equilibrium cluster dis-

tributions are equally obtained from one of the various mass
balance methods [25,33,44,45]. Nevertheless, the LTE
method applied in our study can be rigorously generalized
to more concentrated alloys. The partition function of the
system is developed around a reference state, keeping
in the series the excited states of lowest energies only.
Using the linked-cluster theorem, one can express the
semigrand-canonical free energy per lattice site of the
system and deduce the total chemical species concentra-
tions. Considering an α-Fe solid solution with C, N, and O
atoms and vacancies, the following system must be solved:

½V� ¼
X

j

njgj exp

�
λj
kT

�
;

½X� ¼
X

j

mjðXÞgj exp
�
λj
kT

�
; ð1Þ

with

λj ¼ EbtðjÞ þ
X

η¼C;N;O

mjðηÞμη þ njμVFe: ð2Þ

X ¼ C, N or O [meaning that Eq. (1) consists of four
equations], j stands for a given configuration of the system,
gj is the number of equivalent configurations j (configu-
rational entropy contribution), EbtðjÞ is the energy differ-
ence between configuration j and each component of j
being isolated in the reference state, mjðηÞ and nj are,
respectively, the number of η atoms and the number of V in
configuration j, μη is the difference between the chemical
potentials of an atom η and an empty octahedral site, μVFe is
the difference between the chemical potentials of a substitu-
tional empty site (V) and an Fe atom, and k stands for the
Boltzmann constant. In the sums of Eq. (1), each term is
interpreted as the concentration of a particular vacancy-
solute cluster.
Using our DFT-based Hamiltonian [17], a comprehen-

sive study including numerous clusters led us to the
conclusion that VX and VX2 clusters only need to be
considered because they are the only ones that have a
significant impact on ½V� in α-Fe-X stable (i.e., with solute
concentrations below solubility limits) solid solutions at
thermal equilibrium.
For each given solute concentration, vacancies are

assumed to reach their equilibrium concentration by elimi-
nation and creation at perfect sinks, meaning that μVFe
is imposed. μVFe is easily found considering that the
isolated V concentration should correspond to the equilib-
rium one in pure Fe, ½Veq�jFe ¼ exp ð−GfðVÞjFe=kTÞ ¼
exp ðμVFe=kTÞ. The effect of magnetic disordering is
taken into account via the semiempirical model that was
proven efficient in the study of α-Fe self-diffusion [11],
leading to a temperature-dependent expression ofGfðVÞjFe:

GfðVÞjFe ¼ Hf
P þ ðHf

F −Hf
PÞM0ðTÞ2

−T½SfP þ ðSfF − SfPÞM0ðTÞ2�: ð3Þ

Hf and Sf denote the vacancy formation enthalpy and
entropy, while the F and P subscripts indicate the ferro- and
paramagnetic state, respectively. M0 is the reduced mag-
netization, its variation with temperature being obtained
from experimental work [12]. Hf

F ¼ 2.12 eV [17] and
Hf

P ¼ 1.98 eV [11] were computed using DFT. The values
for SfF ≃ 5k and SfP ≃ 4k are taken from spin-lattice
dynamics simulations [46], in agreement with previous
DFT estimations of SfF ¼ 4.1k [15]. Our DFT calculations
(T ¼ 0 K) of Hf

F under strain show that the thermal
expansion of the α-Fe matrix reduces Hf

F by less than
0.02 eV, which we will neglect.
The DFT binding energies of vacancy-solute clusters in

the ferromagnetic state [17] are summarized in Table I. The
binding energy of heterogeneous clusters (XY and VXY
type, X and Y being two different solutes) were computed
to investigate possible synergetic effects between C, N, and
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O. Figure 1 shows the most stable configurations of VX and
VXY clusters.
At fixed solute concentration, as temperature increases,

vacancy-solute clusters tend to dissociate more often and
the stabilizing effect of solutes decreases: GfðVÞjFe−X
increases. At fixed temperature, as the solute content
increases, vacancy-solute clusters are more likely to appear
and the stabilizing effect of solutes increases: GfðVÞjFe−X
decreases. GfðVÞjFe−X is first investigated as a function of
temperature when the solute content equals the solubility
limit (see Fig. 2): as temperature increases, the solute
content increases as well, leading to a competition between
these two parameters. The calculation of the solid solution
solubility limits at equilibrium with an ordered phase is
detailed in Ref. [17].
Table I shows that EbtðVCÞ < EbtðVNÞ < EbtðVOÞ.

Solubility limits compare differently: ½O�solT < ½C�solT <
½N�solT . The competition between these two parameters

explains Fig. 2. For O, the slope change at T ¼ 843 K
relates to the fact that the most stable Fe oxide changes
from Fe3O4 to FeO at this temperature. If each solute is at
its respective solubility limit, whatever T, GfðVÞjFe-N <
GfðVÞjFe-O < GfðVÞjFe-C. We should, however, emphasize
the fact that ½O�solT varies from 10−24 to 10−6 between 300 K
and 1000 K, meaning that [O] cannot be precisely mea-
sured experimentally. If VX pairs only are included in the
calculation, then the solute effect on GfðVÞjFe−X is under-
estimated (dashed lines in Fig. 2). Even if the solid solution
is very dilute, VX2 clusters must be considered because of
their high binding energy. This feature should be taken into
account in the analysis of experimental results.
In ferromagnetic α-Fe, vacancy concentrations are too

low to be measured by PAS experiments. Yet, De Schepper
et al. [5] succeeded by doping the sample with C to increase
½V�, as it was known that positrons were also trapped by VC
pairs. In Ref. [5], the Fe sample has the following impurity
content: ½C� ≤ 1 appm, ½N� ≤ 0.2 appm, ½O� ≤ 0.5 appm.
Since our calculation shows that C has a small effect on
GfðVÞ, we propose a reinterpretation of this experiment, as
well as guidelines for future experimental work.
Figure 3 shows the temperature variation of

GfðVÞjFe-CNO obtained from LTE with various impurity
contents. The green curve corresponds to pure α-Fe
[Eq. (3)]. The other curves all have a similar shape:
GfðVÞjFe-CNO increases at low temperature because
½N� < ½N�solT , so as temperature increases the concentration
of V − N clusters decreases, while C and O do not
significantly affect GfðVÞjFe-CNO. At T ≃ 450 K, there is
a maximum because ½O�solT (hence [O] in the solid solution)
becomes sufficiently high to lower GfðVÞjFe-CNO. For
400 K < T < 500 K, there is a small effect of hetero-
geneous clusters: GfðVÞjFe-CNO would be about 0.02 eV

TABLE I. Total binding energies (Ebt) and geometrical multi-
plicity (g) of V − X clusters included in the LTE. The most stable
configurations are pictured in Fig. 1. They are all similar except
for the VC2 cluster: an alternative, slightly more stable configu-
ration exists (“VC2” configuration).

VX VCX VNX VOX

X ¼ C Ebt 0.41 1.18 1.18 1.88
g 6 12 6 6

X ¼ N Ebt 0.73 1.18 1.56 2.26
g 6 6 3 6

X ¼ O Ebt 1.43 1.88 2.26 2.97
g 6 6 6 3
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FIG. 2 (color online). Effective V formation free enthalpy as a
function of temperature: the solid green line is GfðVÞjFe. The
black, blue, and red lines representGfðVÞjFe−X when ½X� ¼ ½X�solT ,
X being, respectively, C, N, and O. For these three, dashed lines
are obtained using only VX pairs in our calculations, while solid
lines are obtained considering VX as well as VX2 clusters.
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FIG. 3 (color online). Calculated GfðVÞjFe-CNO as a function of
temperature with various nominal impurity contents (in appm).
The solute content in the solid solution is min ð½X�; ½X�solT Þ. The
black dashed line corresponds to an estimated PAS detection
threshold, GfðVÞmin [47].
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higher without VXY clusters (X ≠ Y), or in other words,
½V� would be about 1.5 times lower. XY clusters are slightly
attractive but they have no influence on the results. Then,
up to 850–1100 K (depending on the O nominal content),
GfðVÞjFe-CNO ≃GfðVÞjFe-O with ½O� ¼ ½O�solT (cf. Fig. 2).
Despite very low O solubility limits, this species controls
½V� in high purity α-Fe. Once ½O� < ½O�solT , the concen-
tration of V − O clusters decreases and GfðVÞjFe-CNO
increases with increasing temperature. High C content
might slightly reduce GfðVÞ for this temperature range
(dashed blue curve).
Seeger [47] estimated the minimum vacancy concen-

tration detectable from PAS experiments: ½V�min ¼
exp ð−GfðVÞmin=kTÞ≃ 10−7 (dashed black curve in
Fig. 3). Vacancy concentrations are thus measurable using
PAS if GfðVÞjFe-CNO < GfðVÞmin.
From our calculations, we understand that this condition

is fulfilled, not because of C atoms but because of O atoms,
with ½O� ¼ ½O�solT ≃ 0.1–1 appm. The original interpreta-
tion of the results (VC pair effect) requires a much higher
V − C binding energy than what DFT values suggest [17].
A small O contamination of the sample (about 0.1–1 appm)
during the C-doping procedure would increase ½V�: it is
thus an alternative explanation to the PAS results from
Ref. [5]. To confirm this interpretation, O concentrations
should always be measured, despite experimental difficul-
ties, before and after PAS experiments to detect any O
contamination of the sample. Finally, the analysis of PAS
results should take into account the fact that not only VX
pairs are able to trap positrons, but also VX2 clusters.
Indeed Fig. 2 demonstrates that the proportion of vacancies
belonging to these VX2 clusters is substantial.
Fürderer et al. [4] have measured GfðVÞ in ferromag-

netic α-Fe using the μSR technique: GfðVÞ ¼ 1.66�
0.07 − ð1.64� 0.67ÞkT eV. The sample impurity contents
are assumed to be constant during the μSR experiment and
equal to: ½C� ¼ 0.1 appm, ½N� ¼ 2.8 appm, ½O� ¼ 11 appm
[48]. It is also assumed that GfðVÞjFe ¼ Hf − TSf, Hf

and Sf being constant over the whole temperature
range. The muon relaxation rate Γ is measured as a
function of temperature and GfðVÞjFe is deduced from
the relation: −kT lnΓ ¼ ½Hf þ EmðμÞ� − Tðk ln σ0 þ SfÞ,
with σ0 exp ð−EmðμÞ=kTÞ being the trapping rate of a
muon into a monovacancy.
The entropy value deduced from this experiment ðSfÞ

is not very trustful because in the equation it is combined
with modeling parameters ðσ0Þ that are not well estab-
lished. The enthalpy ðHfÞ is more trustful since
EmðμÞ≃ 0.04 eV ≪ Hf. Finally, the measure does not
correspond to GfðVÞjFe but to an effective value weighted
by the sensitivity of muons to V, VX, and VX2.
We performed the multicomponent calculation (solid

solution including simultaneously C, N, and O solutes) at

concentrations which are the lowest among the ones given
in Ref. [4] and ½X�solT . Assuming that GfðVÞjFe-CNO varies
linearly with temperature and that muons respond in the
same way to isolated V and vacancy-solute clusters, we
extrapolate Hf from our results in the narrow temperature
range where the μSR experiment is conducted
(925 K < T < 1000 K). This approach mimics the exper-
imental one and we get Hf jFe-CNO ¼ 1.75 eV, in rather
good agreement with the experimental value ðHf ¼
1.66� 0.07Þ. If we consider isolated V only, a higher
value is obtained: Hf jFe ¼ 2.15 eV.
In paramagnetic α-Fe (T > 1043 K), the curves in Fig. 3

show that the calculation of Hf with a similar procedure
would give results that are very dependent on the O content
and the temperature range where the experiment is per-
formed, which could explain the rather large discrepancy
between various measurements [5–9].
Calculations performed under various DFT implemen-

tations (using different exchange-correlation functionals,
pseudopotentials, and basis sets) give binding energies
within �0.15 eV, the deviations between two implemen-
tations having the same sign and magnitude for each cluster
and solute. At T > 900 K, the subsequent error bar on
GfðVÞjFe-CNO is ≤ 0.15 eV, and our results remain quali-
tatively unchanged.
Whatever the temperature evolution of V − X binding

energies and/or GfðVÞjFe, the above calculations show an
important decrease of the effective V formation free
enthalpy in α-Fe solid solutions due to the presence of
interstitial solutes, especially N and O, C having little
influence, at variance with previous studies [5,49]. It seems
that accounting for the presence of O impurities in Fe
samples in very low concentrations (≪ 1 appm, i.e., below
detection threshold) allows us to quantitatively reproduce
experimental GfðVÞFe in ferromagnetic α-Fe [4,5] from
DFT data. It would be interesting to perform these experi-
ments again, paying particular attention to the O concen-
tration, the effect of VX2 clusters, and the nonlinear
variation of GfðVÞjFe-CNO with temperature.
The μSR and PAS experiments could also be used as

indirect measurements of the [O] solubility limit and/or
V − O binding energies, quantities for which reliable
experimental data are still lacking, while of practical
importance to understand Fe oxidation and phenomena
involving vacancies in α-Fe. The driving force for V
elimination in out-of-equilibrium systems [50–54] depends
on the excess vacancy concentration with respect to the
equilibrium ½V�. Even in high-purity Fe, V driving forces
will be systematically overestimated because, as we have
shown, interstitial solutes increase ½V� at thermal equilib-
rium. Moreover, some functional properties [55–57] and
the kinetics of many processes based on vacancy-mediated
diffusion [51,58,59] also depend on the quantity of
vacancy-solute clusters.
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To improve the quantitativeness of the calculation, further
studies on the temperature and magnetic effects on clusters
binding energies are required. The results will be easily
included in the analytical expressions derived in this Letter.
These expressions are straightforward to apply in other
relevant materials, e.g., transition metals rare earth oxides
[60], AlZr [61]), ZrNb [62], FeCr [63], or NiC [64–66].
A striking feature highlighted in this Letter which should
occur in many systems is the nonlinearities of the effective
vacancy formation free enthalpy, within temperature ranges
for which it is conventionally admitted that an Arrhenius
law is valid. It is due to the combined effect of various
impurities, each one affecting thevacancy concentration on a
specific temperature range depending both on its binding
energy with vacancies and on its concentration.
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