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We present a microscopic derivation of the nematic charge-density wave (CDW) formation in cuprate
superconductors based on the three-orbital d-p Hubbard model by introducing the vertex correction (VC)
into the charge susceptibility. The CDW instability at q ¼ ðΔFS; 0Þ, ð0;ΔFSÞ appears when the spin
fluctuations are strong, due to the strong charge-spin interference represented by the VC. Here, ΔFS is the
wave number between the neighboring hot spots. The obtained spin-fluctuation-driven CDW is expressed
as the “intra-unit-cell orbital order” accompanied by the charge transfer between the neighboring atomic
orbitals, which is actually observed by the scanning tunneling microscope measurements. We predict
that the cuprate CDW and the nematic orbital order in Fe-based superconductors are closely related
spin-fluctuation-driven phenomena.
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The rich phase diagram of cuprate high-Tc superconduc-
tors has been actively studied in condensed matter physics.
The non-Fermi-liquid-like electronic states near the opti-
mally doped region, including the d-wave transition temper-
ature at ∼100 K, are well understood in terms of the nearly
antiferromagnetic Fermi liquid picture [1–4], whereas
strong-coupling theories were developed to describe the
underdoped region [5]. In the pseudogap state of slightly
underdoped cuprates, superconducting fluctuations play
important roles [2,4,6–8]. However, many mysteries con-
cerning the pseudogap region remain unsolved, such as the
Fermi arc formation [9–12] and the small Fermi pockets
detected by quantum oscillations [13].
The recent discovery of the axial charge-density wave

(CDW) parallel to the nearest Cu-Cu direction in Y-, Bi-,
Hg-, and La-based cuprates by the scanning tunneling
microscope (STM) studies [14–17] and by x-ray scattering
studies [18–25] constituted a significant advancement in
understanding the pseudogap phenomena. This finding
indicates that both spin and charge fluctuations
cooperatively develop in underdoped cuprates, and the
interference between charge and spin order parameters has
been discussed intensively based on various effective and
microscopic models [26–31].
The aim of this Letter is to present a quantitative micro-

scopic explanation for the experimentally observed axial
CDW, since the diagonal CDW is derived in previous
theoretical studies [29–31]. Importantly, the CDW wave
vector changes with doping, coinciding with the nesting
vector between the neighboring hot spots [see Fig. 1(b)] in
Y-, Bi-, and Hg-based cuprates [19–23]. In addition, all px,
py, and dx2−y2 orbital electrons contribute to the CDW
formation [17,21,25], consistent with the local lattice defor-
mation reported in Ref. [32]. The latter fact indicates that the
d-pmultiorbitalmodel should be analyzed to reveal the origin

of the CDW. The mean-field-level approximations, such as
the random-phase approximation (RPA), are insufficient to
explain these experimental facts. Thus, we study the role
of the vertex correction (VC) in multiorbital models that
describes the strong charge-spin interference [33–37].

FIG. 1 (color online). (a) Three-orbital d-p model for the CuO2

plane. (b) FS for x ¼ 0.1. The integrand in Eq. (3) is large when
three points k − q=2, kþ q=2, k − p (p ¼ Qs) are connected by
the nesting vectors. (c) χsdðqÞ given by the RPA. The unit is eV−1.
We put Ud ¼ 4.06 eV and Up ¼ 0. (d) Diagrammatic expression
of Xc

l;mðqÞ. (e) AL-VCs Xc
xðqÞ and Xc

yðqÞ. (f) CsðqÞ and
jΛ3ðq;QsÞj2 as functions of q.
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Other than cuprates, nematic states are realized in multi-
orbital systems with strong correlations. In Fe pnictides, a
spin-nematic mechanism [38] and an orbital-nematic one
[33,37,39,40] have been proposed. In both scenarios,
spin-fluctuation-driven nematicity is discussed. The latter
scenario proposes the orbital order due to the spin-
fluctuation-driven VC, and this scenario is applicable even
when the spin fluctuations are incommensurate [33–35,37],
like in BaðFe1−xCoxÞ2As2 with x ≥ 0.056 (TN ≤ 30 K).
In cuprates, the VC will develop for both the d and p
orbitals, since both orbitals largely contribute to the
density of states (DOS) at the Fermi level. Thus, the
multiorbital CDW formation in cuprates could be explained
by applying the orbital-spin mode-coupling theories
[33–37,40].
In this Letter, we find the significant role of the

Aslamazov-Larkin VC (AL-VC), which had not been
analyzed in previous studies, in the formation of the axial
CDW in cuprates. By analyzing the d-p Hubbard model
with realistic parameters, we reveal that the axial CDW
instability at the wave vectors q ¼ ðΔFS; 0Þ and ð0;ΔFSÞ
connected by the neighboring hot spots is realized by the
AL-VC in the charge susceptibility. The CDW emerges
only in the underdoped region since the AL-VC increases
in proportion to the spin susceptibility. The obtained CDW
with interorbital charge transfer is consistent with the STM
measurements [14–17].
Figure 1(a) shows the three-orbital d-pmodel for cuprates

in real space. The nearestd-p,d-d, andp-phopping integrals
are shown as tdp, tdd, and tpp, respectively. We use the
hopping integrals of the first-principles model for La2CuO4

listed in Table 2 (N ¼ 0) of Ref. [41], in which the second-
nearest (t0dp, t

0
pp, t00pp) and the thrid-nearest (t000pp) hopping

integrals exist. In addition, we include the third-nearest d-d
hopping t3rddd ¼ −0.1 eV to make the Fermi surface (FS)
closer to Y- and Bi-based cuprates. The obtained holelike FS
for the electron filling n ¼ nd þ np ¼ 4.9 (hole filling is
x ¼ 0.1) is shown in Fig. 1(b). We also introduce the on-site
Coulomb interactions (Ud,Up) and the nearestd-pCoulomb
interaction (V) shown inFig. 1(a). The interaction parameters
used in the present study are ðUd;Up; VÞ ≈ ð4; 0-2; 0.6Þ in
eV [42]: the ratiosUp=Ud and V=Ud are consistent with the
first-principles study [43]. Later, we will show that the spin
(charge) susceptibility is mainly enlarged byUd (Ud and V)
sensitively, whereas both susceptibilities are insensitive to
Up [42].
First, we study the spin and charge susceptibilities by

using the RPA. We denote (c1ðkÞ; c2ðkÞ; c3ðkÞ)≡
(dx2−y2ðkÞ; pxðkÞ; pyðkÞ). In the RPA without the VC,
the spin (charge) susceptibility in the 3 × 3 matrix

form is given as χ̂sðcÞRPAðqÞ ¼ χ̂ð0ÞðqÞ=f1̂ − Γ̂sðcÞðqÞχ̂ð0ÞðqÞg,
where Γ̂sðcÞðqÞ is the Coulomb interaction for the spin

(charge) sectors: Γ̂sðcÞ
1;1 ¼ ð−ÞUd, Γ̂sðcÞ

2;2 ¼ Γ̂sðcÞ
3;3 ¼ ð−ÞUp,

Γ̂c
1;2 ¼ −4V cosðqx=2Þ, and Γ̂c

1;3 ¼ −4V cosðqy=2Þ.

χð0Þl;mðqÞ ¼ −T
P

kGl;mðkþ qÞGm;lðkÞ is the bare bubble,

and ĜðkÞ ¼ ðiϵn þ μ − ĤkÞ−1. Here and hereafter, q≡
ðq;ωlÞ and k≡ ðk; ϵnÞ, where ωl ¼ 2lπT and
ϵn ¼ ð2nþ 1ÞπT. Figure 1(c) shows the d-orbital spin
susceptibility χsdðqÞ≡ χs1;1ðqÞ for Ud ¼ 4.06 eV and
Up ¼ 0 in the case of n ¼ 4.9 and T ¼ 0.05 eV.
[χ̂sRPAðqÞ is independent of V.] The spin Stoner factor αS
defined as the maximum eigenvalue of Γ̂sχ̂ð0ÞðqÞ is 0.99.
However, the RPA fails to give any CDW instability by

using the present interaction parameters. To improve the
RPA, we calculate the charge susceptibility by including
the VC given as

χ̂cðqÞ ¼ Φ̂cðqÞf1̂ − Γ̂cðqÞΦ̂cðqÞg−1; ð1Þ

where Φ̂cðqÞ ¼ χ̂ð0ÞðqÞ þ X̂cðqÞ, and X̂cðqÞ is the irreduc-
ible VC for the charge sector. When the VC is large, χ̂cðqÞ
is enlarged in multiorbital models [33]. Here, we consider
the AL-VC, which is the second-order term with respect to
the fluctuations, since it is scaled by the square of the spin
correlation length ξ2AF ∼ 1=ð1 − αSÞ in two-dimensional
systems [33,44]. The AL-VC gives the nematic orbital
order in Fe pnictides [33,35].
The AL-VC increases rapidly with Ud in proportion to

1=ð1 − αSÞ [33], whereas it is insensitive toUp and V. With
this in mind, for simplicity, we present the expression of the
AL-VC for Up ¼ V ¼ 0:

Xc
l;mðqÞ ¼

TU4
d

2

X

p

Λlðq;pÞ
�
χcd

�
pþ q

2

�
χcd

�
p −

q
2

�

þ 3χsd

�
pþ q

2

�
χsd

�
p −

q
2

��
Λ0
mðq;pÞ; ð2Þ

Λlðq;pÞ ¼ T
X

k

Gl;1

�
kþ q

2

�
G1;l

�
k −

q
2

�
G1;1ðk − pÞ;

ð3Þ

where p ¼ ðp;ωmÞ, χcðsÞd ðqÞ≡ χcðsÞ1;1 ðqÞ, and Λ0
mðq;pÞ≡

Λmð−q;pÞ þ Λmð−q;−pÞ: the relation Λ0
mðq;pÞ ¼

2Λmðq;pÞ holds in the present model. Its diagrammatic
expression is shown in Fig. 1(d). The dominant contribution
of the AL-VC has been verified by the functional RG
method [35,36]. In the self-consistent VC (SC-VC) method
[33], we calculate both χ̂c;s and X̂c;s self-consistently. In
the present model, however, we verified that the positive
feedback effect from χ̂c to X̂c, which is important in Fe
pnictides [33], is very small. Thus, we can safely replace χ̂c;s

in Eq. (2) with χ̂c;sRPA. We verified that the Maki-Thompson
(MT) VC is considerably smaller than the AL-VC; see
Refs [34,35] and the Supplemental Material [45].
In cuprates, both d-orbital and p-orbital AL-VCs are

strongly enhanced when χs1;1ðqÞ is large, since the p-orbital
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DOS is large at the Fermi level [46]. Figure 1(e) shows the
obtained Xc

xðqÞ≡ Xc
2;2ðqÞ and Xc

yðqÞ≡ Xc
3;3ðqÞ for the

parameters used in Fig. 1(c). Xc
yðxÞðqÞ shows the maximum

at Qc ¼ ðδc; 0Þ (Q0
c ¼ ð0; δcÞ), and it is about one-third of

Xc
dðqÞ≡ Xc

1;1ðqÞ in magnitude. The AL-VC for the py

orbital is approximately given as

Xc
yðqÞ ∼U4

djΛ3ðq;QsÞj2CsðqÞ; ð4Þ

CsðqÞ ¼ T
X

p

χsdðpþ q=2Þχsdðp − q=2Þ; ð5Þ

where Qs ¼ ðπ; πÞ. The q dependences of these functions
along the qx axis are shown in Fig. 1(f). Here, CsðqÞ has a
maximum at q ¼ 0, and its width is about 2δs: a weak
shoulder structure of CsðqÞ at q ¼ ð2δs; 0Þ reflects the
incommensurate peaks of χsðqÞ at q ¼ ðπ � δs; πÞ. On the
other hand, jΛ3ðq;QsÞj2 in Fig. 1(f) takes the maximum
value at q ≈ ðΔFS; 0Þ, reflecting the nesting between the hot
spots. In fact, the integrand of Eq. (3) is large in magnitude
when kþ q=2, k − q=2, k − Qs are on the FS and con-
nected by the nesting vector. [The pyðxÞ orbital has large
weight around the Y (X) point.] Thus, the large peak of
Xc
yðqÞ at q ¼ ðδc; 0Þ originates from the strong q depend-

ence of the three-point vertex Λ3ðq;QsÞ in the present
parameters.
Note that jΛ3ðq;QsÞj2 at q ¼ ðδc; δcÞ is much smaller

than that at q ¼ ðδc; 0Þ as shown in Fig. 1(f). Thus, the axial
CDW is selected by the strong q dependence of
jΛ3ðq;QsÞj2, contrary to many previous theoretical studies
that predicted the diagonal CDW [29–31].
Because of the large AL-VC, the charge susceptibility in

Eq. (1) is enhanced at q ¼ ðδc; 0Þ, and it diverges when the
charge Stoner factor αC defined as the maximum eigen-
value of Γ̂cðqÞΦ̂cðqÞ reaches unity. The CDW (αC ¼ 1) is
realized due to the finite off-diagonal elements of
Γ̂c; Γc

1;2ð3Þ ∝ V. We will show later that the CDW

emerges when Xc
yðQcÞ ≳Ud=16V2, and Xc

yðQcÞ scales as
ð1 − αSÞ−1. Thus, the larger V is, the smaller αS is for
realizing the CDW. In Figs. 2(a)–2(c), we show the largest
three susceptibilities, χcdðqÞ≡χc1;1ðqÞ, χcxðyÞðqÞ≡χc

2;2ð3;3ÞðqÞ,
and χcd;xðd;yÞðqÞ≡ χc

1;2ð1;3ÞðqÞ at n ¼ 4.9, in the case of

Ud ¼ 4.06 eV and Up ¼ 0 (αS ¼ 0.99). We also put
V ¼ 0.65 eV, at which αC reaches 0.99. Both χcd and χcy
show large positive values at q ¼ Qc, whereas χcd;y develops
negatively. The charge-density modulation [ΔndðqÞ;
ΔnxðqÞ;ΔnyðqÞ] at q ¼ ðδc; 0Þ is proportional to the form
factor that is given by the eigenvector of χ̂cðqÞ for the
largest eigenvalue. The form factor for Figs. 2(a)–2(c) is
given as f ¼ ð−0.56; 0.21; 0.80Þ, which means that the (d,
py) orbitals form the “antiphase CDW state.” (Note that the
form factor is sensitive to the model parameters.) A
possible charge distribution pattern for Qc ¼ ðπ=2; 0Þ is

depicted in Fig. 2(d). We verified that the antiphase CDW
with respect to the nearest (nx, ny) develops if we introduce
small repulsion Vpxpy

; see the Supplemental Material [45].
Here, we calculate the d- and p-orbital local DOSs in the

nematic CDW shown in Fig. 2(d), under the CDW order
parameter at r predicted by the present theory
ðΔnd;Δnx;ΔnyÞ ¼ fb cos½ðπ=2Þðrx þ 1=2Þ�. Figure 2(e)
shows the obtained local DOS Nðr; ϵÞ at two py sites
and the total DOS for b ∼ 0.08. The pseudogap appears due
to the CDW hybridization gap. [Here, we put n ¼ 5.0 since
δc ¼ π=2 is achieved at x ¼ 0 in the present single-layer
model; see Fig. 3(a). This will be justified in double-layer
YBa2Cu3Oy and Ba2Sr2CaCu2Oy since the FS of the
bonding band is large.] In Fig. 2(f), we show the obtained
ratio Rðr; EÞ ¼ R

E
0 Nðr; ϵÞdϵ= R 0

−E Nðr; ϵÞdϵ at the Cu and
O sites for E ¼ 0.2 eV. The realized intra-unit-cell nematic
order looks similar to the recent STM results [14,15,17].
Moreover, the Fermi arc structure found by angle-resolved
photoemission spectroscopy [9–12] would be formed by
the single-Q or double-Q CDW order [47,48]. The Fermi
arc structure similar to cuprates was recently reported in
Sr2IrO4 [49].
Here, we present an analytic explanation why the

nematic CDW is realized by the AL-VC in the presence
of small V. To simplify the discussion, we consider only
Φc

d ≡ Φc
1;1 and Φc

y ≡ Φc
3;3 and put Up ¼ 0 in Eq. (1). The

obtained results at q ≈ Qc are

FIG. 2 (color online). Charge susceptibilities with the VC:
(a) χcdðqÞ, (b) χcxðqÞ and χcyðqÞ, (c) χcd;xðqÞ and χcd;yðqÞ. We put
Ud ¼ 4.06 eV, Up ¼ 0, and V ¼ 0.65 eV. (d) A possible charge
pattern of the CDW (δc ¼ π=2). Since the charge transfer
between the neighboring ny and nd occurs, (ny, nd) are in
antiphase in the intra-unit cell. (e) Total DOS and local DOSs at
two py sites in the CDW state with Qc ¼ ðπ=2; 0Þ. (f) Rðr; EÞ in
the CDW state for E ¼ 0.2 eV.
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χcdðqÞ ¼ Φc
dðqÞ=DðqÞ; ð6Þ

χcyðqÞ ¼ Φc
yðqÞf1þ UdΦc

dðqÞg=DðqÞ; ð7Þ

and χcd;yðqÞ¼−4VΦc
yðqÞχcdðqÞ, whereDðqÞ ¼ 1þ Φc

dðqÞ×
fUd − 16V2Φc

yðqÞg. Thus, the charge susceptibilities
develop divergently when Φc

yðQcÞ is greater than
Ud=16V2 due to the AL-VC. Note that Ud=16V2 ≪ 1
according to the first-principles study [43].
In the RPA without the VC, χ̂cðqÞ diverges when V is

larger than 2.7 eV, which is much larger than the first-
principles value [43]. Worse still, the divergence occurs at
q ¼ 0 in this model. Thus, the VC is indispensable to
realizing the stripe CDW state. The RPA analysis on a d-p
model with Vpxpy

was done in Ref. [31] in detail.
Now, we study the hole carrier (x≡ 5 − n) dependence

of the CDW state. Figure 3(a) shows ΔFS and obtained δs
and δc for Up ¼ 0 by choosing Ud and V so as to satisfy
αS ¼ αC ¼ 0.99. The inset of Fig. 3(a) shows the used V,
which is much smaller than the first-principles value for
both Up ¼ 0 and 2 eV. Also, the used Ud is 4.0–4.1 eV.
Here, δs decreases for x → 0 as observed by neutron
measurements. In contrast, δc increases as x → 0 with
satisfying the relation δc ≈ ΔFS, which is widely observed
in Y-, Bi-, and Hg-based compounds [19–23]. Also, the
relation δc ≳ ΔFS is consistent with experiments.

Here, we explain why the CDW appears only in the
slightly underdoped region. In Fig. 3(b), we show the
inverse of V at the CDW boundary VCDW, for Up ¼ 0, by
adjusting Ud to satisfy αS ¼ αSðxÞ. In the case of
(i) αSðxÞ ¼ 0.99, V−1

CDW decreases as x → 0, since the
AL-VC at q ¼ ðΔFS; 0Þ, which is proportional to
CsðΔFS; 0Þ in Fig. 1(f), becomes small when ΔFS ≫ δs.
However, αS decreases with x in cuprates, which is
reproduced by the fluctuation exchange approximation
using a fixed Ud [4]. Thus, the CDW should disappear
in the overdoped region since the AL-VC is scaled by
ξ2AF ∝ 1=ð1 − αSÞ [33]. For this reason, we also set
1=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − αS

p
as (ii) 3.3=

ffiffiffi
x

p
and (iii) 16ð1 − 2.9xÞ. In case

(iii), if we fix V−1 ¼ 1.6 (dotted line), the CDW is realized
only for 0.06 < x < 0.12. Thus, the phase diagram in
Fig. 3(c) is well understood.
In La-based compounds, the relation δc ≈ 2δs is satisfied

[24] differently from other compounds. To understand this
fact in the present theory, we study the case αS ¼ 0.998, in
which χsðQ0

sÞ at Q0
s ¼ ðπ � δs; πÞ reaches 100 eV−1, which

is still smaller than the neutron experimental data in 60 K
YBCO [50]. In this case, the incommensurate peak in χsðqÞ
becomes sharper, as observed in La-based compounds.
Then, the shoulder peak in CsðqÞ at q ¼ 2Q0

s ¼ ð2δs; 0Þ
becomes prominent as shown in Fig. 4(a). For this reason,
the CDW wave vector δc is fixed at 2δs as shown in
Fig. 4(b). In this case, VCDW ≈ 0.35 eV. Thus, the relation
δc ≈ 2δs can be realized when χsðqÞ shows clear incom-
mensurate peak structure. Therefore, the present CDW
mechanism due to the AL-VC can explain both the
relations δc ∼ ΔFS and δc ∼ 2δs, and the latter is realized
when χsðqÞ shows clear incommensurate peaks. This result
would be a great hint to understand the CDW in LSCO.
Note that the relation Qc ¼ 2Q0

s is naturally understood
since the AL-VC represents the interference of two
magnons.
In our theory, the CDW originates from the repulsive

interactions, and the electron-phonon (e-ph) interaction is
unnecessary. In real compounds, the Coulomb-interaction-
driven CDW fluctuations couple to the lattice due to finite e-
ph interactions, so the Kohn anomaly will emerge [51–53].
Finally, we discuss the close relation between the CDW

in cuprates and the nematic orbital order in Fe pnictides.

FIG. 3 (color online). (a) ΔFS, δs, and δc obtained in the d-p
model as functions of x ¼ 5 − n. (Inset) The values of V required
to give the CDW. (b) The values of V−1

CDW as a function of x,
which will depict a qualitative behavior of TCDW. Note that Qc
shifts to 0 for x ≤ 0.02. (Inset) αSðxÞ (i)–(iii) are shown.
(c) Schematic phase diagram of cuprates.
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FIG. 4 (color online). (a) CsðqÞ for x ¼ 0.1 and (b) δs and δc in
the case of αS ¼ 0.998 (Ud ¼ 4.09 eV) and VCDW ≈ 0.35 eV.
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In both systems, the charge-spin interference, which is
given in the AL-VC, causes the interorbital charge transfer
when ξAF ≫ 1 [33,37]. In Fe pnictides, both q ¼ 0 and
q ≠ 0 d -orbital orders or fluctuations have been discussed
intensively [26,33,37,54], and both fluctuations will con-
tribute to the superconductivity.
In summary, we revealed that the axial nematic CDW in

underdoped cuprates originates from the AL-VCs in Φ̂cðqÞ,
which describes the interference of two magnons. We
showed that both the spin fluctuations at Qs ≈ ðπ; πÞ and
charge-orbital fluctuations at Qc ≈ ðΔFS; 0Þ; ð0;ΔFSÞ
develop mutually. (This VC-driven CDW cannot emerge
in the single-orbital Hubbard model, as we discuss in the
Supplemental Material [45].) We predicted that charge-
orbital-spin multimode fluctuations emerge ubiquitously in
cuprates, Fe pnictides, and other strongly correlated electron
systems, due to the significant contribution of the AL-VC.
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