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We show that exciton-type transport in certain materials can be dramatically modified by their inclusion
in an optical cavity: the modification of the electromagnetic vacuum mode structure introduced by the
cavity leads to transport via delocalized polariton modes rather than through tunneling processes in the
material itself. This can help overcome exponential suppression of transmission properties as a function of
the system size in the case of disorder and other imperfections. We exemplify massive improvement of
transmission for excitonic wave packets through a cavity, as well as enhancement of steady-state exciton
currents under incoherent pumping. These results may have implications for experiments of exciton
transport in disordered organic materials. We propose that the basic phenomena can be observed in
quantum simulators made of Rydberg atoms, cold molecules in optical lattices, as well as in experiments
with trapped ions.
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Understanding the transport properties of quanta and
correlations and how to make this transport efficient over
large distances are questions of fundamental importance in
a variety of fields, ranging from experiments with cold
atoms and ions [1–4], to quantum information theory [5–7],
to (organic) semiconductor and solar cell physics [8–10]. In
most realistic situations, transport efficiency is known to be
strongly inhibited by disorder. For example, Anderson-type
localization of single-particle eigenstates [11] in disordered
media implies an exponential suppression of transmission;
i.e., over a distance of N sites it decays as T ∝ expð−NÞ. In
this work we show how in general exponential suppression
of energy transport via atomic and molecular excitons can
be overcome by coupling the excitons to the structured
vacuum field of a Fabry-Perot cavity placed transverse to
the propagation direction. In one dimension (1D), this
trades the exponential suppression for a decay which is at
most algebraic, T ∝ N−2, a massive enhancement that
should be observable for realistic exciton-cavity couplings,
system sizes, disorder strengths, and even at room temper-
ature [12–22]. While here we focus on exciton transport,
our work was originally inspired by the first breakthrough
experiments on charge transport in molecular semiconduc-
tors in the strong-coupling regime [12]. In principle, the
observed effect may open the way towards utilizing
molecular materials as inexpensive and flexible alternatives
to traditional silicon-based semiconductors [8,23–29].
Here, we provide a theoretical understanding of

enhanced exciton transport for a model of two-level
systems embedded in a cavity in the limit of strong
collective light-exciton coupling. We note that in these
systems, strong collective coupling has been already
demonstrated, and even used, e.g., to modify intrinsic

material properties such as the work function [30]. On
the other hand, our model also applies to artificial media
such as cavity-embedded Rydberg lattice gases [31,32],
polar molecules in optical lattices [33,34], or ions in linear
Paul traps [35,36]. In these systems, large couplings [37]
and reduced decoherence from spontaneous emission may
allow for demonstrating essentially instantaneous coherent
transport of excitonic wave packets over large distances
with close-to-unit efficiency, T ∝ 1. These experiments can
analyze transport in systems with many excitations and in
high dimensions, where modern numerical methods
become inefficient [38–40]. This may contribute to improv-
ing our understanding both of transport in real materials
and of fundamental properties of information transport in
strongly correlated light-coupled systems [1,2,41,42].
Themodelwe consider consists of a chain ofN two-level

systems or “spins” with local states j↑ii and j↓ii that are
embedded in a cavity. The coupling to the cavity is
governed by the Tavis-Cummings Hamiltonian Hcav ¼
g
P

iðσþi aþ σ−i a
†Þ, with g the coupling strength, a (a†)

the destruction (creation) operator for the cavity photon,
and σ�i the Pauli spin raising or lowering operators for the
spin at site i. We restrict our discussion to single excitations
in the system. Such a localized excitation (i.e., a state j↑ii)
has an energy ωi (ℏ≡ 1) and can tunnel between neigh-
boring sites, as described by the Hamiltonian H0 ¼P

i½ωiσ
þ
i σ

−
i − Jiðσþi σ−iþ1 þ σ−i σ

þ
iþ1Þ�. The tunneling rates

Ji can be site dependent, and we define Ji ¼ J þ δJi,
where δJi denotes random disorder drawn from a normal
distribution with standard deviation δJ. We note that in
realistic physical setups the tunneling is typically induced
by dipolar long-range forces that give rise to additional
long-range hopping terms. These terms are not capable of
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lifting the exponential suppression of transmission [43,44].
Thus, for simplicity we consider the nearest neighbor
tunneling model here. In addition, a coupling between
excitons and phonons can give rise to nonlinear terms
causing self-trapping effects [48,49]. It can be shown that
these terms are very small for realistic parameters and we
will neglect them here.
The general dynamics of our system is governed by the

master equation _ρ ¼ −i½H; ρ� þP
αLαðρÞ, with ρ the

density matrix and H ¼ H0 þHcav. The terms LαðρÞ≡
−fL†

αLα; ρg þ 2LαρL
†
α incorporate all dissipative proc-

esses via ordinary Lindblad operators Lα. We consider
cavity decay (Lκ ≡

ffiffiffiffiffiffiffiffi
κ=2

p
a) as well as spontaneous emis-

sions of each spin (Lsp em;i ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γsp em=2

p
σ−i ) or dephasing

(Ldeph;i ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γdeph=2

p
σþi σ

−
i ), deriving, e.g., from radiative

decay and fluctuations in level spacing (vibrations) due to
the system being at finite temperature. In the homogeneous
situation with ωi ¼ ω0 and Ji ¼ 0, Hcav is responsible for
the formation of dressed modes of the cavity photons and of
the collective Dicke states σ�0 ≡P

jσ
�
j =

ffiffiffiffi
N

p
, named as

upper and lower polaritons for u† ≡ ða† þ σþ0 Þ=
ffiffiffi
2

p
and

d† ≡ ða† − σþ0 Þ=
ffiffiffi
2

p
, respectively, with energy Ωu;d ¼

ω0 � g
ffiffiffiffi
N

p
. In this work we study two possible scenarios

to observe enhancement of exciton transport by exploiting
these states: (i) a wave-packet scattering experiment, and
(ii) steady state exciton currents under incoherent pumping.
Case (i) is sketched in Fig. 1(a): In addition to the N

spins in the cavity,M spins are added to the left and right of
the cavity (N ¼ 2M þ N), coupled via H0. We consider a
homogeneous level spacing inside and outside of the cavity,
with ωi ¼ ω0 for i ¼ M þ 1;…;M þ N and ωi ¼ ω

otherwise, and define Δ ¼ ω − ω0. We further denote
Ji ¼ J0 for i ¼ M þ 1 and i ¼ M þ N, i.e., at the entrance
and exit of the cavity, to allow for impedance effects. At
time t ¼ 0, a wave packet of excitons, jψðt ¼ 0Þi ∝PN

j¼1 e
−iq0je−ðj−j0Þ2=ð4δ2Þjji, with width δ (standard

deviation) and initial quasimomentum q0 is injected on
the left. Here, jji≡ j↑ij⊗

i≠j
j↓ii denotes the state of a single

excitation at site j. The initial displacement from the
cavity is δx ¼ M − j0. As an example, we choose
δx ¼ 20, δ ¼ 5 and q0 ¼ π=2 [corresponding group veloc-
ity vg ¼ 2J sinðq0Þ ¼ 2J]. We are interested in the wave-
packet fraction that for properly tuned parameters can be
transferred nearly instantaneously to the right side of the
cavity [cf. Fig. 1(b)].
Case (ii), in contrast, concerns a system with sites

i ¼ 1;…; N embedded in the cavity. Excitations are
incoherently pumped to site i ¼ 1 from the left and
removed from site i ¼ N. This can be achieved via
dissipative terms with LP ≡ ffiffiffiffiffiffiffiffiffiffi

γP=2
p

σþ1 and Lout ≡ffiffiffiffiffiffiffiffiffiffiffiffi
γout=2

p
σ−N , respectively. Under these conditions, we cal-

culate the output exciton current, Iout ¼ tr½nNLoutðρÞ� (with
ni ¼ σþi σ

−
i ) in the steady state. Similar to the case of

Ref. [50], this current arises naturally from the continuity
equation dhNei=dt ¼ 0 ¼ tr½Nedρ=dt�, where Ne ¼

P
ini.

In the second part of this Letter we show how Iout can be
dramatically enhanced in the presence of the cavity.
Wave-packet scattering.—In case (i), we first simplify

the dynamics by neglecting dissipative terms and disorder
(a valid approximation for, e.g., a Rydberg lattice gas [44]).
Under these conditions, for g ¼ 0 the wave packet
(vg ¼ 2J) reaches the right side of the cavity on a long
time scale tlJ ¼ δx þ 2δþ N=2. This corresponds to the
time required to hop over N sites plus the time needed to
enter and exit the cavity within the light cone. Here we
propose using the polariton mode to tunnel N sites almost
instantaneously.
The time scale for a single excitation to couple in and out

of such a mode is proportional to
ffiffiffiffi
N

p
=g, and can be

exceedingly small for large g. Then, transmission to the
right side beyond the free-evolution light cone is possible
on an ultrashort scale tsJ ¼ δx þ 2δ ≪ tlJ, limited only by
the entrance time in the cavity. The dynamics can then be
described via elastic scattering through the cavity, with a
quasimomentum dependent transmission function
Tq ¼ jtqj2, and tq the coefficient appearing in the asso-
ciated Lippmann-Schwinger equation [51].
The time-independent function Tq determines the

transmission properties of the material [52–55], and can
be computed exactly for our model. The coefficient
has the general form tq ¼ −2iβ=½1þ 2iβ�, with β ¼
½2NJ sinðqÞ�−1PnjJ0j2=½ω − 2J cosðqÞ − ~Ωn�. Here, ~Ωn is
the nth eigenvalue of the reduced Hamiltonian for the
cavity-coupled central N sites of the chain [44]. The

FIG. 1 (color online). Exciton transmission model. Scheme of a
chain of coupled two-level systems (tunneling rate J) in which an
exciton wave packet propagates from the left into a cavity (group
velocity vg) that is coupled to N spins (cavity-spin coupling g).
Under the right conditions, a large portion of the wave packet can
be almost instantaneously transmitted to the right side on a time
scale t ≪ N=vg [example in panel (b) with N ¼ 50, vg ¼ 2J,
δ ¼ 5, Δ ¼ 69J, J0 ¼ 10J, g ¼ 10J].
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resulting Tq in general presents three regions of ballistic
transmission (i.e., Tq ¼ 1). These correspond to (a) ordi-
nary exciton hopping for Δ ∼ 0, with an approximate width
4J, as well as (b) two peaks for Δ ∼�g

ffiffiffiffi
N

p
− J. The latter

correspond to polariton-mediated transmission, and have an
approximate Lorentzian shape with an N-dependent full
width at half maximum (FWHM) w ¼ J02=ðNjvgjÞ. For
large enough strength of the collective exciton-cavity
coupling g

ffiffiffiffi
N

p
> max½w; 4J; κ� all peaks are well sepa-

rated, which defines the collective strong coupling regime.
In the following we focus on this regime, where in the
vicinity of the polariton peaks Tq is found to simplify to

Tq¼f1þN2J2sin2ðqÞðωþJ½1−2cosðqÞ�−Ωu;dÞ2=J04g−1:
ð1Þ

Time-dependent wave-packet scattering can be inves-
tigated via numerical exact diagonalization. We define a
time-dependent transmission as Tt0 ¼

P
j>MþNhσþj σ−j it0 ,

which measures the total number of excitations that reach
the right side of the system at a given time t0.
Our goal is to realize large ultrafast transmission via the

polariton peaks, i.e., Tt0 ∼ 1 at t0 ¼ ts. Two conditions have
to be met: (i) The detuning Δ has to match the energy of
one of the polariton peaks; and (ii) the wave packet has to
be sufficiently sharp in quasimomentum space to fit into the
energy window w, implying a real-space width on the order
of the cavity length. While this can be generally difficult to
realize, we find that condition (ii) can be satisfied by a
choice J0 ∝ ~JN ≡ ð2 ln 2Þ1=4 ffiffiffiffiffiffiffiffiffiffiffi

N=2δ
p

J (ensuring an N-
independent width), similar to an impedance effect.
In Fig. 2(a) we compare Tt0 for different Δ, for t0 ¼ ts

(red continuous line) and t0 ¼ tl (black dashed line). We
choose N ¼ 100, large g ¼ 50J, and set J0 ¼ 4~JN . As
expected, we find the existence of two distinct polariton
peaks, suitable for ballistic transmission on the ultrafast
scale ts. The position and width of the peaks are in
agreement with the analytical time-independent predictions
of Eq. (1). The peak at Δ ∼ 0 instead reflects regular
exciton hopping on a time scale tl ≫ ts. Note that here
Ttl < 1 due to backscattering at the cavity entrance
where J0 > J.
When decreasing the coupling strength g, the exciton

dynamics through the cavity slows down considerably [44].
The scattering becomes generally inelastic within ts: part of
the wave-packet energy remains in the cavity and Tts < 1.
However, we find that even for moderate couplings, a large
fraction of the exciton wave packet is transmitted within ts.
This is shown in Fig. 2(b). There, maxΔðTtsÞ (i.e., the best
achievable Tts for Δ chosen close to the upper polariton
energy) is plotted as a function of g and N: For increasing
N, Tts remains large and constant for a choice g ∼

ffiffiffiffi
N

p
J.

In addition, Fig. 2(c) shows that Tts vs g=
ffiffiffiffi
N

p
J displays a

universal behavior for different N. Here, Tts reaches large
values ∼80% for g ¼ ffiffiffiffi

N
p

J improving to 100% when
increasing g=

ffiffiffiffi
N

p
J. This is expected, since for g >

ffiffiffiffi
N

p
J,

we enter the elastic scattering regime, in which the time
scale for coupling in and out of the polariton mode becomes
negligible. Then, Tts ∼ 1 is possible over arbitrarily large
distances, if a coupling strength g≳ ffiffiffiffi

N
p

J can be engi-
neered. Interestingly, even for g ≪

ffiffiffiffi
N

p
J a significant part

of the wave packet is transmitted within ts. In this regime
(inelastic scattering and collective strong coupling), we find
a general scaling of Tts ∼ g4 and Tts ∼ 1=N2. Thus, cavity-
mediated transmission decreases only algebraically with
N, which can be important, e.g., when competing against
exponential suppression due to disorder.
A lossy cavity (κ ≠ 0) generally decreases Tts because of

loss of exciton population, while the FWHM increases
accordingly. Figure 2(d) demonstrates that ultrafast trans-
mission of a large wave-packet fraction is still possible for
κ ∼ J (as, e.g., in a polar molecule setup). We also note that
for κ ≫ 1 (after an adiabatic elimination of the cavity
mode) dynamics can be described by an all-to-all

FIG. 2 (color online). Ultrafast transmission of a wave packet
with δ ¼ 5, δx ¼ 20, and vg ¼ 2J. We choose J0 ¼ 4~JN (see
text). (a) Long-time and ultrashort transmission (Ttl and Tts ) as
function of Δ. The cavity embeds N ¼ 100 sites and g ¼ 50J
(strong collective coupling regime). Clearly, two peaks of Tts and
Ttl appear at the polariton energies. The numerical calculation
(red line) agrees with the analytical result (blue line). Ttl (black
dotted line) contains a small Δ ∼ 0 peak, corresponding to free
evolution. (b) maxΔðTtsÞ as function of g and N. To keep the

ultrafast transmission fixed, g ∝
ffiffiffiffi
N

p
(solid line) is required.

(c) Crossover into the regime of large ultrafast transmission
around g ∼

ffiffiffiffi
N

p
J (dotted line). maxΔðTtsÞ forN ¼ 50; 100; 200 is

shown as function of g=
ffiffiffiffi
N

p
(on top of each other). For small g,

Tts ∼ g4=N2 (solid line). (d) Shrinkage and broadening of trans-
mission peaks for finite cavity decay κ (N ¼ M ¼ 50, g ¼ 10J).
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Hamiltonian Heff ≈ ð2g2=κÞPi;jσ
−
i σ

þ
j . Similar as with

Hcav above, we find that Heff can give rise to ultrafast
transmission. We propose that such a situation could, for
example, be observed in experiments with trapped ions,
where these type of very long-ranged interactions arise
naturally even in the absence of a cavity [44].
In realistic organic semiconductors, disorder is key both

in the spatial distribution and dipole orientation of mole-
cules, implying site-dependent Ji inH0. In addition, typical
cavity couplings are very small (g ∼ 0.1J) [44]. Figure 3(a)
shows Tt0 as function of N for the same setup as in Fig. 2,
with δJ ¼ 0.2 but for fixed Δ ¼ g

ffiffiffiffi
N

p
− J. Without cavity

(g ¼ 0) Ttl is exponentially suppressed, leading essentially
to zero transmission for large N (Tts < 10−6 for N ≳ 400

sites), as expected from Anderson-type localization [11].
However, the localized eigenstates of the system can be
modified by the cavity [56–58]. Adding weak cavity

couplings (g ¼ 0.05J; 0.1J; 0.2J) already lifts the transport
suppression and allows for a small but finite transmission
even for systems with N ¼ 104 sites. Consistent with the
discussion above, in the collective strong coupling regime
(right of the vertical lines) we find an universal algebraic
behavior Tt0 ∼ 1=N2. Interestingly, even in the weak cou-
pling regime [left of vertical lines], i.e., when the two
polariton peaks are not resolved, we find a small constant
transmission orders of magnitudes above the cavity-
free case.
We note that in this Letter we deal with a one-dimen-

sional situation, but we expect the main findings to also
hold for dimensionalities d > 1. While relative improve-
ment of Ttl compared to the g ¼ 0 case can decrease with
increasing d (excitations can tunnel past impurities more
easily), a finite Tts for g ¼ 0 will also be impossible for
d ¼ 2; 3 because of the Lieb-Robinson bound [6]. In
contrast, the cavity-photon mode occurs in any dimensions
and thus one can expect the transmission mechanism to
work in arbitrary dimensions. Since Anderson localization
is also present in two dimensions, and in three dimensions
below the mobility edge [59], an exponential improvement
of transmission can be expected in such a situation.
Incoherent pumping setup.—We now consider the case

(ii); i.e., we analyze steady-state currents Iout that develop
under incoherent pumping of excitations (γP; γout > 0).
Spontaneous emission and dephasing are now included
with γsp em ¼ 0.04J and γdeph ¼ 0.9J, respectively. Pump
rates γP play the role similar to a “voltage” but for exciton
currents. We plot Iout-γP curves in Fig. 3(b). The figure
shows that even small cavity couplings g can increase Iout
by orders of magnitude compared to the cavity-free case.
This finding is in stark contrast to previous works with
exciton polaritons in multimode cavities [60] and consti-
tutes one of the key results of this work.
Consistent with the wave-packet dynamics above,

Fig. 3(c) shows that, for g ¼ 0, Iout decreases exponentially
with N, due to the various dissipative terms and the
disorder. However, choosing g ¼ 0.05; 0.1; 0.2, changes
the currents dramatically: for N ¼ 150 and g ¼ 0.2 the
collective strong coupling regime is barely reached
g

ffiffiffiffi
N

p
∼ 2.5J; nevertheless, remarkably, we find that Iout,

just as Tts above, already displays an algebraic 1=N2

decrease. The fact that the cavity enhancement of Iout is
induced by a collective cavity coupling is further demon-
strated in Fig. 3(d), where Iout is shown vs g, for a few
values of κ. A sudden increase of Iout occurs when g
exceeds a particular value (vertical lines). By inspection,
we find that this indeed corresponds to the point where
g

ffiffiffiffi
N

p
exceeds all other energy scales. Consistently, this

point is shifted to larger values of g for large κ ¼ 10.
Conclusion and outlook.—In this work, we have shown

that both incoherent and coherent exciton transport in a spin
chain can be dramatically enhanced by collective coupling
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FIG. 3 (color online). Weakly coupled cavities. Blue lines and
points denote g=J ¼ 0.05, 0.1, 0.2 [light to dark]. g ¼ 0 is shown
as black dashed line with points. (a) Tts and Ttl for wave-packet

scattering [as in Fig. 2(a), Δ ¼ g
ffiffiffiffi
N

p
− J] as function of N. We

average over 200 disorder realizations in Ji (δJ ¼ 0.2J). For g ¼
0 we plot Ttl , for g > 0 Tts. Ttl decreases exponentially with N.
Cavity-assisted Tts becomes constant in the weak coupling
regime and decays as 1=N2 (black solid line) in the collective
strong coupling regime. Transitions between the regimes are
indicated by vertical lines, marking g

ffiffiffiffi
N

p ¼ 3J. (b) Steady state
exciton current under incoherent pumping, Iout, for N ¼ 50 and
in presence of disorder, spontaneous emissions, and dephasing
(see text, γout ¼ 2J, γP ¼ 0.5J). Small g already leads to massive
enhancement. (c) Dissipation and disorder leads to Iout ∝
expð−NÞ for g ¼ 0, while for g > 0 Iout decays subexponentially.
In the collective strong coupling regime, Iout ∼ 1=N2 (black solid
line). (d) Iout as a function of g. The crossover to the collective
strong coupling regime shifts for κ > 0 (N ¼ 50). Vertical lines:
g

ffiffiffiffi
N

p ¼ 3J and g
ffiffiffiffi
N

p ¼ 10J, respectively. (b)–(d):
γsp em ¼ 0.04J, γdeph ¼ 0.9J, and δJ ¼ 0.2J, single disorder
realization.
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to the structured vacuum field of a Fabry-Perot cavity.
These results may be relevant for disordered organic
semiconductors at room temperature, where exciton con-
duction may be ameliorated by orders of magnitude, as well
as for artificial media made of Rydberg atoms, polar
molecules, or cold ions at sub-mK temperatures. It is an
exciting prospect to investigate whether strong coupling
can also induce the ultrafast propagation of classical and
quantum correlations [41,42,61]. While in 1D a modified
density matrix renormalization group technique [38–40]
might provide us with an answer, the higher dimensional
situation could be a first example where only the artificially
engineered quantum simulator setups can do so. Finally, a
key open challenge not addressed here is to explore the
physical mechanisms behind the enhancement of charge
conductivity as reported in experiments [12].
We note that results for transport in disordered organic

semiconductors related to those reported here have been
independently obtained by Feist and Garcia-Vidal [62].
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