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Topological quantum phase transitions are characterized by changes in global topological invariants.
These invariants classify many-body systems beyond the conventional paradigm of local order parameters
describing spontaneous symmetry breaking. For noninteracting electrons, it is well understood that such
transitions are continuous and always accompanied by a gap closing in the energy spectrum, given that the
symmetries protecting the topological phase are maintained. Here, we demonstrate that a sufficiently strong
electron-electron interaction can fundamentally change the situation: we discover a topological quantum
phase transition of first-order character in the genuine thermodynamic sense that occurs without a gap
closing. Our theoretical study reveals the existence of a quantum critical endpoint associated with an orbital
instability on the transition line between a 2D topological insulator and a trivial band insulator.
Remarkably, this phenomenon entails unambiguous signatures related to the orbital occupations that
can be detected experimentally.
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Introduction.—The advent of topological insulators [1–3]
has given a surprising twist to the venerable topic of band
structure physics: Triggered by the theoretical prediction
[4–6] and experimental observation [7] of the quantum
spin Hall effect, topological aspects of band insulators and
superconductors have become one of the most active
research fields in physics, culminating in a new periodic
table [8–10] that exhaustively lists all topologically distinct
band structures in the ten Altland-Zirnbauer symmetry
classes [11]. For the integer quantum Hall effect, the
archetype of a topological state, the discovery of the striking
quantization of a natural response quantity, namely, the Hall
conductance [12], preceded its theoretical explanation in
terms of topology [13,14]. In contrast, most of the topo-
logical invariants of the periodic table are not directly related
to bulk observables. The identification of experimentally
detectable signs of topological states and of phase transitions
between them is hence an open challenge.
In conventional Landau-Ginzburg theory, different states

of matter are classified by spontaneous symmetry breaking,
associated with local order parameters. Phase transitions of
this kind are generically of first order; i.e., the order
parameter and other relevant observables display disconti-
nuities at the phase boundary, providing us with a natural
way of detecting them [15]. On the contrary, topological
phase transitions elude this paradigm as they are associated
with a change in global invariants. Since in the non-
interacting case, the band structure evolves continuously

as a function of the control parameters, topological tran-
sitions are always continuous and accompanied by a closure
of the energy gap, given that the protecting symmetries are
preserved and that the Hamiltonian is short ranged. The
inclusion of strong electronic correlations may however lead
to new scenarios [16–24]. In this regard, a natural and still
open question is whether correlation-induced topological
transitions can exhibit novel experimental signatures, com-
pared to their noninteracting analogs.
Here, we report for the first time the occurrence of a

first-order topological quantum phase transition in a micro-
scopic model. In a sense, strong correlations add to the
topological transition a thermodynamic first-order behavior,
even though the phase transition is not associated to the onset
of any conventional long-range order. This allows us to
identify natural experimental fingerprints of the topological
transition, in addition to the global invariants. Specifically,
by solving a two-orbital Hubbard model with dynamical
mean-field theory (DMFT), we show that a transition
between a band insulator (BI) and a quantum spin Hall
insulator (QSHI) takes place without the continuous closing
of the band gap in the electronic spectrum if the Coulomb
repulsion is large enough. In this strongly correlated regime,
the interaction-induced QSHI is thus in proximity to a first-
order transition line and to a quantum critical endpoint
associated with a correlation-driven criticality in the orbital
channel. A direct, yet crucial, implication of this result is the

PRL 114, 185701 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
8 MAY 2015

0031-9007=15=114(18)=185701(5) 185701-1 © 2015 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.114.185701
http://dx.doi.org/10.1103/PhysRevLett.114.185701
http://dx.doi.org/10.1103/PhysRevLett.114.185701
http://dx.doi.org/10.1103/PhysRevLett.114.185701


identification of a critical behavior in measurable quantities
related to the orbital polarization.
Model.—We study a minimal two band Fermi-Hubbard

model with both inter- and intraband interactions on a
two-dimensional square lattice exhibiting the quantum spin
Hall effect [25]. The model Hamiltonian reads as

H ¼
X

k

ψ†
kĤ0ðkÞψk þ

X

i

HintðiÞ;

HintðiÞ ¼ ðU − JÞNiðNi − 1Þ
2

− J

�
N2

i

4
þ S2zi − 2T2

zi

�
ð1Þ

where ψk¼ðc1k↑ c2k↑ c1k↓ c2k↓ Þ and the operator
c†kασ (ckασ) creates (annihilates) an electron in orbital
α ¼ 1; 2 with momentum k and spin σ. Ni is the number
operator for the electrons on site i, summed over α and σ.
Szi and Tzi are the z components of the total spin Si
and orbital pseudospin Ti operators, respectively. When
referring to the local components of these operators, we
will drop the subscript i. The local orbital polarization,
e.g., will therefore read Tz ¼ ðn1↑ þ n1↓ − n2↑ − n2↓Þ=2 ¼
ðn1 − n2Þ=2.
The noninteracting part Ĥ0 of the Hamiltonian [Eq. (1)]

conserves Sz, i.e., it has a Uð1Þ spin rotation symmetry
and, hence, is block diagonal in spin: Ĥ0ðkÞ ¼ Diag½ĥðkÞ;
ĥ�ð−kÞ�. The relation between the two blocks is imposed
by time reversal symmetry (TRS). Denoting the orbital
pseudospin by τ, the individual blocks have the form
ĥðkÞ ¼ dikτi, with dxk ¼ λ sinðkxÞ, dyk ¼ λ sinðkyÞ, dzk ¼
M − cosðkxÞ − cosðkyÞ, describing a system of two bands
of width W ¼ 4 in our units of energy, coupled with an
interorbital hybridization λ and separated by an energy
splitting 2M. We set λ ¼ 0.3 and we have checked that
our results are qualitatively robust against this choice.
We consider an average density of two electrons per site
(half-filling), which corresponds to setting the chemical
potential μ at the center of the gap.
In the absence of interaction and with the interpretation

of α ¼ 1; 2 as orbitals in a semiconductor quantum well, a
similar model was originally introduced [6] for HgTe-CdTe
heterostructures where the quantum spin Hall effect was
first experimentally observed [7]. In our model the two
orbitals should be regarded as localized electron wave
functions of strongly correlated systems or as lowest
Wannier functions in a deep optical lattice with fermionic
atoms. The second term Hint in Eq. (1) describes the
screened local Coulomb repulsion experienced by the
fermions [26]. This term includes both inter- and intra-
orbital interaction terms as well as the Hund’s coupling J,
in order to account for the natural tendency of the
interacting electrons to maximize the total spin.
A nonperturbative solution of our interacting model

[Eq. (1)] in the thermodynamic limit is attainable by means
of DMFT [27]. This approximation goes beyond the

static mean-field (Hartree-Fock) level because it treats
the self-energy, which describes all interaction effects
entering the single-particle Greens function, as a frequency
dependent, though purely local, quantity. The orbital
structure, crucial to describe many-body effects on top-
ology [28], is also fully captured within DMFT. Here, the
self-energy in the orbital pseudospin space has the form
Σ̂ðωÞ ¼ ΣðωÞτz, where ΣðωÞ is a scalar complex function.
The real part of Σ̂ at ω ¼ 0 normalizes the energy splitting
between the two orbitals: 2Meff ¼ 2M þ Tr½τzΣ̂ðω ¼ 0Þ�.
Results.—The zero temperature paramagnetic phase

diagram of our model [Eq. (1)] is shown in Fig. 1(a) in
the 1=M vs 1=U plane. At each point of this diagram, we
use a color code proportional to Ξ ¼ 2½Σð0Þ − Σð∞Þ�. This
quantity measures the deviation of the DMFT self-energy at
low frequency from the high-frequency values, which
essentially corresponds to the static Hartree-Fock mean
field. In other words Ξ quantifies the strength of quantum
fluctuations beyond the static mean field or the degree of
correlation.
At U ¼ 0 we recover the conventional topological

transition where the gap closes at M ¼ 2, separating the
trivial BI from the QSHI. When the interactionsU and J are
switched on, the two phases undergo a different evolution.
The BI, with two electrons in the lower-lying orbital, is
essentially unaffected by the interactions, while the QSHI,
in which the two orbitals are more equally occupied, is
much more exposed to correlation effects. The interactions
favor equal population of the orbitals. Therefore, the self-
energy correction to 2M reduces the energy separation
between them [29] and a larger value of M is required to
turn the QSHI into a trivial BI. The QSHI-BI transition line
in the phase diagram is defined as the locus where the effect
of U is balanced by an increase of M which is given by the
condition Meff ¼ 2. Crossing this line, the topological Z2

invariant, evaluated from the single-particle Green’s func-
tion [30,31], changes from 0 in the BI, to 1 in the QSHI.
However, the nature of the transition dramatically

changes from weak to strong interactions. In the small-U
regime the transition remains continuous (dotted line) as in
the U ¼ 0 limit. For larger interactions the evolution
between BI and QSHI turns into a discontinuous first-
order transition (thick solid line). A quantum critical point
(QCP) at (1=Uc,1=Mc) separates the two regimes. The
change in the character of the transition arises from a
nontrivial competition between the single-particle term
controlled by M and the interaction proportional to U that
we can visualize with the help of the quantity Ξ defined
above. For small values of U, the interaction essentially
behaves like a single-particle term that renormalizes the
band structure parameters, well captured within a Hartree-
Fock approximation. This means that Ξ is small for both
solutions [see green region on both sides of the dotted
line in Fig. 1(a)]. Therefore, the compensation between the
M and U terms is basically perfect and the transition
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maintains the properties of the noninteracting system.
For larger values of U, higher-order terms of a perturbative
expansion must be taken into account. In the framework of
DMFT, this is reflected by a significant frequency depend-
ence of the self-energy and an increase of Ξ for the QSHI
solution [25], which becomes rapidly more correlated as U
increases. On the other hand the BI remains largely
unaffected by correlations [see the red region on the
QSHI side of the thick solid line, to be contrasted with
the BI side remaining green in Fig. 1(a)]. The frequency
dependence of the self-energy implies that an increase of
the M term can no longer compensate exactly for the
dynamical effect of the interactions, and the physical
picture is no longer directly linked with the U ¼ 0 point.
The two ground states cannot be continuously connected
and the only way to move from one to the other is a first-
order jump. However, the topological characterization of
the two phases remains the same as in weak coupling, and
in particular the two solutions retain the values of the global
topological invariants of their noninteracting counterparts.
The first-order line ends in a triple point, after which U

and M are so large that the QSHI solution disappears in
favor of a direct transition between the BI and a Mott
insulator (MI), which naturally emerges when the inter-
action strength is larger than any other scale. This highly
correlated solution has a high-spin configuration and a very
large value of Ξ [yellow in Fig. 1(a)]. We have checked that,
releasing the paramagnetic constraint, an antiferromagnet is
stable for large U but it does not spoil the critical behavior.
The first-order behavior and the associated hysteresis are

further illustrated by the behavior of the internal energy
hHi for two interactions, respectively, smaller [panel
(b)] and larger [panel (c)] than Uc ¼ 6.1. The derivative

∂hHi=∂M ≡ 2hTzi is clearly continuous below Uc and it
jumps aboveUc, but it does not vanish on either sides of the
transition [see Fig. 3(a)], and it cannot be used as an order
parameter. On the other hand, the quantity ΔMeff ¼
MeffðBIÞ −MeffðQSHIÞ calculated along the topological
transition line, can be viewed as an order parameter. A
visual analogy with the liquid-gas transition can be
obtained plotting ΔMeff as a function of 1=M for different
values of U which are the counterparts of the isotherms.
The critical behavior is apparent in the corresponding plot
of Fig. 1(d). The topological transition in the correlated part
of the phase diagram becomes, therefore, of first-order in
the usual thermodynamic sense.
Absence of a gap closing.—For noninteracting systems,

the topological invariants are defined in terms of integrals
over the compact Brillouin zone of functions of the Bloch
Hamiltonian, more precisely, of the projection onto its
occupied eigenstates. These functions are continuous in all
band structure parameters as long as an energy gap is
present. As a consequence, if the underlying symmetries of
the system are maintained, the discrete-valued topological
invariants cannot change without a continuous closing of
the energy gap [3,21]. In contrast, by explicit breaking of
TRS or particle number conservation [32–34], a QSHI can
be connected to a trivial band insulator without a gap
closing. In the presence of interactions, the single-particle
Green’s function can acquire zeros that are also associated
with changes in the topological invariants [35].
Remarkably, the topological quantum phase transition

line for U > Uc discovered in this work does not fit into
any of the above pictures. The topological transition is of
first-order and is accompanied by a discontinuity—in the
sense of a finite jump—in the single-particle Green’s

0.1 0.2 0.3 0.4
1/U

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Qua
nt

um
 S

pi
n H

all
 In

su
lat

or

Band Insulator

M
ot

t I
ns

ul
at

or

Quantum Critical Point

Triple point

(a)
Uncorrelated 

topological transition
[HgTe/CdTe quantum wells]

10

1

0.1

(b) (d)

(c)

2.76 2.78 2.8 2.82 2.84

-6.0

-5.9

U=5.5

3.0825 3.0850 3.0875 3.0900

-6.65

-6.64

U=7.0

1.6 1.8 2.0 2.2

0.32

0.34

0.36

0.38

0.40 4.0
5.0
5.5
5.7
5.9
6.1
6.3
6.5
6.7
7.0

U

FIG. 1 (color online). (a) T ¼ 0 phase diagram in the 1=U vs 1=M plane for J ¼ U=4 and λ ¼ 0.3. Besides delimiting the different
phases—Mott, topological, and band insulator (MI, QSHI, and BI, respectively, in the main text)—the color quantifies the many-body
character, as measured by the value of Ξ ¼ 2½Σð0Þ − Σð∞Þ�. The orange squares and the dotted line mark the continuous BI-QSHI
transition for small U. The blue diamonds and the thick solid line mark the first-order transition between the same phases for large U.
The two lines are connected by a quantum critical point. White circles and a dashed line denote the boundary of the MI. (b),(c) Total
energy hHi as a function of M, for two values of U. Vertical arrows mark the transition. The red and blue curves in (c) denote the
solutions coming from the QSHI and from the BI, respectively. The branches with higher energy correspond to metastable solutions that
can be followed beyond the transition point and give rise to hysteresis. (d) Effective band splitting parameter Meff near the quantum
critical point showing the critical behavior of the transition.

PRL 114, 185701 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
8 MAY 2015

185701-3



function. We stress that both TRS and particle number are
conserved.
The absence of a gap closing is demonstrated in Fig. 2, in

which we compare the evolution of the spectral gap around
the Γ point as a function of M for a BI-QSHI transition at
U ¼ 5.5 < Uc and at U ¼ 7.0 > Uc, respectively. While a
Dirac cone at the Γ point is present for U ¼ 5.5, the
spectrum is gapped for U ¼ 7.0. In the latter case the
ground state discontinuously jumps from a gapped BI to a
gapped QSHI at the first-order transition.
The lack of the zero-gap semimetallic state in the bulk

electronic structure is a striking dissimilarity between
conventional (continuous) and correlation-driven first-
order topological transitions. This distinction is, in princi-
ple, directly measurable in photoemission experiments
[36]. Yet, the thermodynamic characterization of the
first-order phase transition for U > Uc, enables the iden-
tification of natural experimentally detectable differences
between the trivial and the nontrivial phase.
Since the QCP discovered here is associated with a

critical behavior of Meff , it directly influences the orbital
polarization. hTzi indeed changes from a continuous
dependence on M, at small U, to a critical one (infinite
slope) at Uc and eventually displays a first-order jump
beyond the QCP [Fig. 3(a)]. We can quantify this behavior
by looking at the orbital compressibility κ ¼ ∂hTzi=∂M
[Fig. 3(b)]. κ displays a maximum at the topological
transition, which gets sharper upon increasing U and even-
tually diverges at the QCP. The divergence of the orbital
compressibility is an ideal marker of the thermodynamic
distinction between the BI and correlated QSHI.
We can identify specific signatures of the interaction-

induced topological phase transition also in the spin sector.
Unlike conventional band insulators, Mott systems are
characterized by the presence of (instantaneous) local
magnetic moments and by a Curie-like (∝1=T) local spin

susceptibility χloc ¼
R
dτhTτSzðτÞSzð0Þi. Remarkably the

characteristic critical behavior shows up also in this
response function, displayed in Fig. 3(c).
At last, we demonstrate that the first-order character of

the topological transition for U > Uc persists at finite
temperatures. As reported in Fig. 3(d), the orbital occupa-
tion changes slightly with T but the jump remains visible.
The discontinuity is therefore resilient to temperatures of
the order of the topological gap, which is set by the
hybridization λ.
Conclusions.—We have given strong evidence that, in

the presence of strong electronic correlations, the topo-
logical phase transition from a trivial BI to a QSHI acquires
a first-order thermodynamic character. The immediate
consequence of this is the presence of a well-defined
critical behavior of simple bulk quantities such as the
orbital compressibility and the local spin susceptibility.
Finally, the analogy with liquid-gas transition suggests a
possible strategy to design and realize a correlation-induced
QSHI. Let us consider a heterostructure of a MI and a
noninverted, i.e., trivial, BI. Because of the proximity to the
Mott region, the BI layers close to the interface can increase
their correlation strength [37], leading to a decrease of the
effective mass term. Near the first-order line this can
eventually trigger a discontinuous topological transition
of such few layers.
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