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We report a fine tuned doping study of strongly overdoped Bi2Sr2CaCu2O8þδ single crystals using
electronic Raman scattering. Combined with theoretical calculations, we show that the doping, at which the
normal-state pseudogap closes, coincides with a Lifshitz quantum phase transition where the active holelike
Fermi surface becomes electronlike. This conclusion suggests that themicroscopic cause of the pseudogap is
sensitivetotheFermisurface topology.Furthermore,wefindthat thesuperconductingtransitiontemperature is
unaffected by this transition, demonstrating that their origins are different on the overdoped side.
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Revealed more than twenty-five years ago by nuclear
magnetic resonance [1–3], the pseudogap phase in cuprates
remains hitherto a mysterious state of matter out of which
the high-temperature superconductivity emerges. The pseu-
dogap appears below the T� temperature and manifests
itself as a loss of quasiparticle spectral weight. Although
intensely studied in the underdoped regime [4–6], relatively
less is known about the pseudogap on the overdoped side,
where it weakens and eventually disappears. Thus, a logical
line of enquiry is to study the pseudogap closing as a
function of doping p, and to identify what triggers it in the
first place.
In systems where T�ðpÞ intersects the superconducting

dome described by the critical temperature TcðpÞ, this task
is complicated by the appearance of the superconducting
phase. One way to proceed is to perform such a study at the
lowest available temperatures, either in the superconduct-
ing phase [7–12], or by suppressing it with a magnetic field
[13] or disorder [14]. Often such studies have inferred
a quantum phase transition [15–17] associated with the
pseudogap closing.
A second possibility is to track the normal-state pseu-

dogap at a higher temperature, and to study the vicinity of
the doping pc where it closes. Since pc, defined as the
doping where T�ðpÞ ¼ TcðpÞ, is essentially a finite tem-
perature property, a priori it is not clear if it is linked to a
quantum phase transition.
In this work our main result is to show that in

Bi2Sr2CaCu2O8þδ (Bi-2212) pc is indeed tied to a
Lifshitz quantum phase transition where the underlying
holelike active Fermi surface becomes electronlike at a van
Hove singularity. Interestingly, we find that Tc is unaffected
by this transition. Moreover, comparing our results with

existing photoemission and tunnelling data of several
hole-doped cuprates, we infer that the microscopic origins
of the pseudogap and the superconductivity are generically
different on the overdoped side. Only the former is tied to
the change in the Fermi surface topology, which removes
quasiparticles from regions in momentum space of high
scattering rate (hot regions). While the collapse of the
normal-state pseudogap [18–20], as well as the change of
Fermi surface topology [21] have been reported, to the best
of our knowledge, the link between the two has not been
demonstrated before in Bi-2212. Consequently, our result
provides an important clue regarding the microscopic
origin of the normal-state pseudogap, and its relation with
superconductivity.
One technical obstacle to studying the closing of the

pseudogap is the lack of sufficiently overdoped samples
belonging to the same family of cuprates. Indeed, our study
was made possible due to the availability of several high
quality Bi-2212 single crystals with doping close to pc, as
reported in the Supplemental Material [22]. The level of
doping was controlled only by oxygen insertion, and the
highest doping achievedwas aroundp ¼ 0.24. This allowed
us to perform a careful finely tuned electronic Raman study
of the doping dependence and determine pc ¼ 0.22.
The Raman measurements were performed in ν ¼

B1g; B2g geometries that probe, respectively, the antinodal
(AN) region near ð�π; 0Þ and ð0;�πÞ and the nodal (N)
region near ð�π=2;�π=2Þ, (cf. Ref. [22]). Our spectra are
comparable with earlier studies with a different laser line
[23,24], thereby demonstrating the absence of resonance
effects in the overall conclusions. In the following, the
quantity of importance is the integrated Raman intensity
defined by
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IνðTÞ ¼
Z

Λ

0

dωχ00νðω; TÞ; ð1Þ

extracted from the Raman response χ00νðω; TÞ where Λ is a
cutoff. We experimentally demonstrate our main result in
two steps.
In the first step we determine pc precisely, which is a

refinement of our earlier work [18]. In Figs. 1(a)–1(d),
we report Raman responses χ00B1g

ðω; TÞ at different temper-
atures and for different overdoped (OD) compounds. The
temperature dependences of the corresponding integrated
intensities IB1g

ðTÞ are shown in Figs. 1(e)–1(h). In Fig. 1(a),
we show the spectra for the Bi-2212 OD80 compound. We
observe that the pair-breaking peak (2Δ0), located at
408 cm−1, decreases in intensity with increasing temperature
and disappears at Tc. Correspondingly, IB1g

ðTÞ decreases
monotonically exhibiting a dip at Tc [Fig. 1(e)]. Just above
Tc, however, the low energy spectral weight (below
408 cm−1) increases (positive slope) with temperature.
This recovery of spectral weight,which can be as large as

15% for p ¼ 0.11 (cf. Fig. 3 in the Supplemental Material
[22]), is the signature of the presence of the pseudogap in
the normal-state spectra. Note that, this T dependence is
opposite to that of a normal metal. Therefore, above Tc,
IB1g

ðTÞ increases monotonically, until it reaches a maxi-
mum at a temperature T� that defines the onset temperature
of the pseudogap [Fig. 1(e)]. Above T�, the T dependence
of IB1g

is the one of a normal metal. Our estimate of
T�ðpÞ is in good agreement with previous transport
and spectroscopy measurements (cf. Fig. 4 of the
Supplemental Material [22]). As the doping level increases
[Figs. 1(a)–1(d)], the difference between Tc and T� shrinks,
and disappears at pc ¼ 0.22, indicating the collapse of the
normal-state pseudogap. For p > 0.22 the slope of IB1g

ðTÞ
just above Tc is negative, implying there is no signature of
the normal-state pseudogap anymore. Quantitatively, this
behavior is captured by the doping dependence of the loss
of the spectral intensity, defined by IB1g

ðTcÞ − IB1g
ðT�Þ and

which we report in Fig. 3 as black stars. Note that a change
in the slope of IB1g

ðTÞ at p ≥ 0.22 appears at T ≈ 100 K
which is definitely higher than the pseudogap T� ≈ 60 K.
Consequently, this feature is not related to the pseudogap,
and its origin is currently under investigation.
The second step involves comparing the spectra in theB1g

and B2g geometries, and following their doping evolutions
around pc at fixed temperatures. Importantly, we succeeded
inmeasuring theB1g andB2gRamanresponsesofeachcrystal
on the same laser spot (see Ref. [22]).We first show in Fig. 2
representative χ00B1g

ðωÞ [red (grey)] and χ00B2g
ðωÞ (black)

Raman responses, at 10 K (superconducting state) and at
110 K (normal state) for selected doping levels. The Raman
shift is expressed in units of the superconducting gapΔ0ðpÞ,
in order to compare better samples with varying gap values.
Note that, both in the superconducting and the normal states,
the B1g response increases continuously in magnitude com-
pared to theB2g response forp ≤ 0.22, consistentwithearlier

studies [23,25–31]. However, the crucial finding of the
current work is that this trend changes and the B1g response
starts to decrease beyond 0.22 doping.
The above nonmonotonic doping dependence is best

quantified by extracting the ratio of the integrated inten-
sities IB1g

=IB2g
from the Raman responses χ00νðωÞ using

Eq. (1). Studying the intensity ratio, rather than the absolute
intensities, allows us to avoid spurious effects due to
nonintrinsic intensity modulations that may occur when
passing from one crystal to another (cf. Ref. [22]). Note
that, in principle IB1g

contains not only the contribution of
the electronic background (which is what we are interested
in), but also that of the phonon peaked sharply at 300 cm−1
(see the dotted line in Fig. 1). However, by comparing the
current spectra with that obtained using a 647.1 nm laser
line, in which the phonon peak is absent, we are able to
confirm that IB1g

, and especially its doping dependence, is
mostly due to the electronic background [32].
In Fig. 3 we report the doping dependencies of the

intensity ratios IB1g
=IB2g

in the superconducting (filled
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FIG. 1 (color online). (a)–(d) T dependence of the Raman
response χ00B1g

of overdoped Bi-2212. 2Δ0 is defined as
the position of the B1g pair breaking peak. The location of the
300 cm−1 phonon peak is marked by a dotted line. (e)–(h) Inte-
grated Raman intensities are shown in (a)–(d), with cutoff
Λ ¼ 850 cm−1. For each doping, IB1g

ðTÞ is normalized by IB1g

(10K). The red curve is a second order polynomial fit just aboveTc
indicating the sign change of the slope. We found a remarkably
linear dependence between Tc and 2Δ0 in the critical temperature
range 90–50K (cf. Ref. [22]). The doping level for each value ofTc
was fixed using the Tallon-Presland formula (cf. Ref. [22]).
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circles) and the normal states (open circles). Note that, the
ratios in the two phases are nearly the same, thereby
indicating that IB1g

=IB2g
is unaffected by the superconduct-

ing gap. Most importantly, the ratios change nonmonotoni-
cally as a function of p, and they reveal a sharp peak
located at pc ¼ 0.22, the doping where the normal-state
pseudogap closes (black stars). We confirmed that the sharp
peak is not a resonance effect, since it is visible with two
distinct laser lines (532 nm and 647.1 nm).
Note that the peak in IB1g

=IB2g
cannot be attributed to the

doping dependence of the pseudogap which is monotonic.
Instead, the temperature independence of the sharp peak
position indicates that it is related to enhanced density of
states of the underlying band structure around theAN region
of the Brillouin zone. This invariably leads to the possibility
of a doping induced Lifshitz transition wherein, as a van
Hove singularity crosses the chemical potential, the open
holelike antibonding Fermi surface closes around the
ð�π; 0Þ and ð0;�πÞ points and becomes electronlike.
An electronlike antibonding band in Bi-2212 at p > 0.22
has been reported by ARPES data [21], but this change of
topology was not linked with the closing of the pseudogap.
In order to support this scenario we perform a theoretical

calculation of the Raman response function using a minimal

tight-binding model with the normal-state dispersion [33]:
ϵk;α ¼ −2tðcoskx þ coskyÞ þ 4t0 coskx cosky � toðcoskx−
coskyÞ2=4− μ. Here α ¼ � refer to the antibonding (AB)
and the bonding (B) bands. The superconducting dispersion

is Ek ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵ2k þ Δ2

k

q
, with Δk ¼ Δ0ðcos kx − cos kyÞ=2. We

take t0 ¼ −0.3t, to ¼ 0.084t, and a doping independent
Δ0 ¼ 0.0025t. We change p by varying the chemical
potential μ. As shown in Figs. 4(a)–4(c), this model under-
goes a Lifshitz transition at pc ¼ 0.22 where the AB band
changes from being holelike to electronlike (the B band
remains holelike in this doping range, see the Supplemental
Material [22]). For simplicity we take a constant electron
scattering rate ΓN ¼ 0.01t and ΓS ¼ 0.0025t in the normal
and the superconducting states, respectively. An earlier
work has shown that the scattering rates measured from
the slopes of the Raman responses become isotropic around
p ≈ 0.22 [23]. The calculation of χ00νðωÞ and Iν are standard
(for details, cf. Ref. [22]). The doping dependence of
the calculated ratio IB1g

=IB2g
shows prominent peaks at

p ¼ 0.22 [see Fig. 4(d)], both in the normal and the
superconducting states, and reproduces qualitatively the
experimental trend of Fig. 3.
The origin of the peak can be captured conveniently by

tracking the doping dependence of the Raman vertex γνk;α-
weighted density of states NνðωÞ≡P

k;αðγνk;αÞ2δðω − ϵk;αÞ
which enter the calculation of Iν. As shown in
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FIG. 2 (color online). B1g (red/grey) and B2g (black) Raman
responses of Bi-2212 at 10 K (superconducting state) and 110 K
(normal state) in the overdoped range using a 532 nm laser. The
[red (grey)] and black hatched areas indicate the magnitudes of
the B1g and the B2g responses, respectively. The former increases
compared to the latter as a function of doping up to pc ¼ 0.22.

FIG. 3 (color online). Doping evolution of (i) the ratio IB1g
=IB2g

of the integrated intensity [defined in Eq. (1)] in the super-
conducting and the normal states (filled and open circles respec-
tively) with cutoff Λ ≈ 3Δ0, (ii) the loss of spectral weight related
to the pseudogap (black stars). The peak in the ratio IB1g

=IB2g
, both

for the superconducting and the normal phases, coincides with the
critical doping pc ¼ 0.22 where the pseudogap disappears. The
peak is a consequence of a Lifshitz transition where the holelike
Fermi surface of the dominant antibonding band becomes elec-
tronlike as the chemical potential crosses a van Hove singularity.
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Figs. 4(e)–4(g), the van Hove singularity shows up in
NB1g

ðωÞ, and the peak in the intensity IB1g
corresponds to

the van Hove singularity crossing the chemical potential.
Simultaneously, since theB2g geometry probes the diagonal
directions of the Brillouin zone,NB2g

ðωÞ is unaffected by the
van Hove singularity and therefore IB2g

has no significant
doping dependence.
Based on the Mott formula, at the Lifshitz transition

p ¼ 0.22 we expect a change in the sign of the Seebeck
coefficient, provided the scattering rates are isotropic [34].
However, as noted in an earlier work [21], the Hall
coefficient may remain positive across the Lifshitz tran-
sition, as observed in thin film studies [35].
A possible interpretation of our results is that the Lifshitz

transition avoids the pseudogap by effectively moving quasi-
particles fromregionsofstrongscattering(hotregions) located
around ð�π; 0Þ and ð0;�πÞ [see panels (a)–(c), Fig. 4]. Note
that, this possibility is independent of the origin of the hot
regions which could arise from fluctuations of antiferromag-
netic spin waves [36–39] or charge-density waves (related to
long-ranged incommensurate charge modulations) [40–45],
or from Mott-related physics [46–50]. A second quantum
critical point at p� inside the superconducting dome, sepa-
rating a small from a large Fermi surface phase, has been
inferred, for example, in recent scanning tunnelling micros-
copy [10,11] and ARPES [20] experiments.

An intriguing pattern emerges upon comparing our
results with those on other hole doped cuprate families
near pc. In contrast with Bi-2212 and La1.6−xNd0.4SrxCuO4

[13] where pc is located well inside the superconducting
dome, in the ARPES measurements on La2−xSrxCuO4

(LSCO) of Ref. [51] the endpoints of the pseudogap and
the superconducting phases are nearby in doping. Scanning
tunneling spectroscopy on Bi2Sr2CuO6þδ,(Bi-2201)
instead, found the pseudogap extending well into the
normal phase [52]. This suggests that the position of pc
with respect to the superconducting dome is material
dependent (see Fig. 5). Interestingly, just as we established
here for Bi-2212, for both LSCO and Bi-2201 data analyses
have suggested the coincidence of the pseudogap closing
with a Lifshitz transition [51,52]. Taken together, this
appears to be a universal feature of the hole doped cuprates,
and our findings establish an intimate connection between
the normal-state pseudogap and Fermi surface topology. In
Tl2Ba2CuO6þδ (Tl-2201) the scenario is less clear, as the
observation of the pseudogap is still debated [53].
Few studies [16,54] on Bi-2212 and YBa2Cu3O7−x,(Y-

123) have reported the pseudogap closing at p ¼ 0.19. This
might simply imply that the normal state and the super-
conducting pseudogaps close at different dopings [20].
Alternatively, this apparent discrepancy could be related to
the fact that in-plane transport and superfluid density are
mostly sensitive to the nodal properties [38], while c-axis
transport and the B1g Raman response probe mostly the
antinodal properties [55]. Next, in our scenario it is possible
that forp > 0.22 thepseudogapexists in theholelikeBband,
but we do not find any signature of it in the Raman spectra,
consistentwithARPESresults [20].Onepossibility is that the
response is predominantly from theAB band since it is close
to a density of states singularity. We notice this trend in the
theoretical calculation as well (cf. Ref. [22]).
In conclusion, our results demonstrate that the mecha-

nism that gives rise to the normal-state pseudogap is
sensitive to the topology of the Fermi surface, and is
operational only when the latter is holelike. Furthermore,
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FIG. 4 (color online). (a)–(c) With doping, the holelike anti-
bonding Fermi surface becomes electronlike at a Lifshitz
transition. The dotted line is the antiferromagnetic Brillouin
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(d) Doping dependence of the integrated intensity ratio IB1g
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in the normal (solid line) and superconducting (dashed line) states
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qualitatively the trend of Fig. 3. The curves are normalized
(cf. Ref. [22]). (e)–(g) The associated van Hove singularity
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FIG. 5 (color online). Schematic phase diagram of temperature
(T) versus doping (p) with with three material-dependent
possible locations of the critical doping pc. This latter is defined
where the normal state pseudogap closes, with respect to the
superconducting (SC) dome [shaded blue (grey)]. (a) is realized
in Bi-2212 (current study), (b) and (c) have been reported for
LSCO [51] and Bi-2201 [52], respectively. The common feature
in all three cases is the coincidence of pc with a Lifshitz transition
where a Fermi surface changes from holelike to electronlike.
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we conclude that, on the overdoped side of the cuprates, the
microscopic origins of the pseudogap and the supercon-
ductivity are different.
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