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The growth process of He bubbles in W is investigated using molecular dynamics and parallel replica
dynamics for growth rates spanning 6 orders of magnitude. Fast and slow growth regimes are defined
relative to typical diffusion hopping times of W interstitials around the He bubble. Slow growth rates allow
the diffusion of interstitials around the bubble, favoring the biased growth of the bubble towards the
surface. In contrast, at fast growth rates interstitials do not have time to diffuse around the bubble, leading to
a more isotropic growth and increasing the surface damage.
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One of the most important challenges for the successful
commercialization of fusion power is the development of
plasma facing materials (PFMs) [1,2] that can tolerate the
extreme conditions of elevated temperatures and high
particle flux of H isotopes and He present in fusion reactors.
W is an attractive material for such applications, mainly due
to its low hydrogen solubility, low sputtering yield, high
melting point, and high thermal conductivity [3]. However,
the material is still deleteriously affected by the plasma and
fusion byproducts. In particular, the He irradiation modifies
the near-surfacemicrostructure by creating bubbles [4]. This
is a key problem, as He bubbles increase the retention of
tritium in the wall, drastically influencing the long-term
thermomechanical stability and creating a large radioactive
inventory, with hazardous consequences and a significant
increase in fuel costs. Moreover, experiments have shown
that a fuzzlike nanostructure develops on the W surface
under the operating conditions (temperature, He impact
energy, and He flux) expected for ITER’s divertor, which
increases the nucleation of bubbles, the retention of hydro-
gen isotopes, and the production of high-Z dust [5,6].
While numerous computational studies have examined

He-W interactions [7–14], these correspond to unrealisti-
cally high He uptake scenarios as compared to typical
experimental conditions [15]. The impact of such high rates
on the microstructural evolution is unclear. As detailed
below, we find that access to dynamics on longer time
scales, which approach experimentally relevant conditions,
significantly improves our physical understanding of the
growth process of He bubbles, in particular, the role of
interstitial diffusion around the bubbles, which is very
limited on direct molecular dynamics (MD) time scales.
Specifically, we find that the competing kinetics of growth
of the bubbles and of diffusion of interstitials around the
bubbles significantly impact their evolution and morphol-
ogy because it affects the ability of the system to equilibrate
with respect to the bias created by neighboring micro-
structural features such as the W surface.

In this work, we report a study across time scales of He
bubble growth in W using MD and parallel replica
dynamics (ParRep) [16,17]. ParRep enables the temporal
parallelization of the state-to-state dynamics, hence
allowing massively parallel resources to be leveraged in
order to reach very long simulation time scales on systems
of modest sizes. For example, some of our results were
generated using 10 000 replicas distributed over 160 000
cores on the Titan supercomputer at Oak Ridge National
Laboratory. This enables the investigation of the growth
process of a single He bubble at growth rates spanning 6
orders of magnitude, from 1012 − 2 × 106 He s−1, corre-
sponding to simulation times ranging between 0.3 ns and
3 μs, approximately. In contrast, typical MD simulations
are carried out at rates of around 1011 He s−1 for a few ns.
ParRep therefore allows one to reach a qualitatively differ-
ent growth regime that is inaccessible to standard MD
simulations.
Our simulation box contains 16 399 W atoms arranged

on a bcc lattice with dimensions 20a × 20.5a × 20a, with
a ¼ 3.183 Å, the lattice constant of W at 1000 K.
Temperature is controlled using a Langevin thermostat
applied on the bottommost 4a of the box, while the rest of
the atoms evolve according to energy-conserving dynam-
ics. Periodic boundary conditions are defined only in two
directions, and the W surface is parallel to the (010) plane.
MD and ParRep simulations are performed with the open
source code LAMMPS [18]. The interaction between W
atoms is determined by an Ackland-Thetford potential [19],
modified at short distances by Juslin and Wirth [11]. He-W
interactions were obtained from Juslin and Wirth [11,20],
while the He-He potential corresponds to the one used by
Beck [31] modified at short distances by Morishita
et al. [32].
The growth of a single He bubble is controlled by

directly inserting He atoms into the bubble at constant time
intervals. In reality, this process would occur following the
absorption of isolated He atoms or small He clusters
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(< 8 atoms [33]) that encounter the bubble as they diffuse in
the W bulk. This growth rate can be associated to an
impinging He flux by considering the fraction of incoming
ions that reach the bubble [20]. The slowest growth rate
considered in this work corresponds to a flux of approx-
imately 1.2 × 1024 Hem−2 s−1, which is on the order of
magnitude expected at ITER [34]. An initial bubble is created
by placing eight He atoms inside a preexisting W vacancy.
This choice is justified by the observation that, once an
interstitial He cluster has accumulated≳5He atoms, it is able
to create a W Frenkel pair [33], the so-called self-trapping
process, after which the bubble is practically immobile on the
time scales considered here. The initial vacancy is located at a
depth of 6a ¼ 1.91 nm, based on our observation of bubble
formation in a direct MD simulation [20].
It is known from direct MD simulations [13] that

successive addition of He atoms in the bubble increases
the pressure, which is the driving force for nucleation of
additional Frenkel pairs. Each formation of one or more
Frenkel pairs partially releases the pressure experienced by
the bubble and increases the bubble size. As growth
progresses, the corresponding interstitials aggregate into
prismatic h111i dislocation loops that are ultimately emit-
ted from the bubble to form adatom islands on the surface
[35]. The process continues until the bubble comes within a
few layers of the surface, at which point it bursts, creating a
crater or a pinhole.
We first consider the growth rate effects at the beginning

of the He bubble growth process. The bubble He content
after the first trap mutation event, in which a W atom is
pushed out of the surface of the bubble, creating an
additional vacancy (leaving the system with two W
vacancies and one W interstitial), strongly depends on
the growth rate, as shown in Fig. 1(a). Slowing the growth
process by 6 orders of magnitude decreases the number of
He atoms at which this transition is triggered by almost
50%. This is a reflection of the interplay between the He
insertion rate and the Frenkel pair nucleation rate, as, at fast
insertion, the probability of creating a new Frenkel pair
before the next He insertion is small. As the growth rate is
lowered, this probability increases, leading to smaller He-
to-vacancy ratios, and hence lower pressures, cf. Fig. 1(b).
Other structural consequences of the growth rate are

presented in Figs. 1(c)–1(f). From panels (c) and (d) it is
apparent that slow growth rates favor growth that is more
directed towards the surface compared to fast growth rates.
Indeed, the center of mass of the bubble moves towards the
surface faster at slow growth rates [Fig. 1(c)], while the
lower end of the bubble tends to remain higher [Fig. 1(d)].
This behavior leads to bursting of the bubble at smaller size
and lower He content, as shown in Fig. 1(e). This is also
reflected in the number of vacancies at the bursting point
[see Fig. 1(f)]. Interestingly, we find that the nucleation of
the first Frenkel pair itself is isotropic for all growth rates
when the bubble’s surface is sufficiently far from the W

surface and in the absence of other interstitials around the
bubble. The cause of the breaking of this isotropy therefore
lies elsewhere.
To understand the origin of these effects, we next study

the behavior of interstitials from Frenkel pairs nucleated
around the He bubble. We find that at the slowest growth
rates considered in this work, the W interstitials, which take
the form of crowdions, are able to diffuse around the
surface of the bubble. In this process, the crowdions change
their orientation to any of the equivalent h111i directions
that are tangential to the bubble surface. In Fig. 2(a) we
show the diffusion hopping time as a function of the
number of He atoms per W vacancy for two bubble sizes: a
small bubble located in two W vacancies, and a larger
bubble with 71 He atoms located in a symmetric arrange-
ment of 15 W vacancies (the first two neighbor shells of a
bcc atom). For the small bubble, the diffusion hopping time
increases (diffusion becomes slower) with the number of
He atoms in the bubble. This is likely due to the change in

(e) (f)

(a) (b)

(c) (d)

FIG. 1 (color online). Growth rate dependence of bubble
growth. (a) Average He content in the bubble at the time of
the first detected event. Points with no error bars (red squares) are
obtained from a single simulation. Points corresponding to rates
≥ 1011 He s−1 were obtained via direct MD simulations. (b) Aver-
age pressure in the He bubble vs He content and growth rate. The
limited number of simulations for the slowest rates significantly
affects the average for He content larger than 25 atoms (blue
circles line). (c) Average position of the center of mass of the He
bubble. (d) Average position of the deepest He atom. (e) Average
He content in the bubble at the bursting point as a function of
growth rate. (f) Average number of W vacancies at the bursting
point as a function of growth rate.
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the stress field around the overpressurized bubble, some-
thing which will be explored in a future work. For the larger
bubble we investigated the nucleation of new Frenkel pairs
and the formation of adatoms, by using 8 independent
ParRep simulations. Figure 2(b) shows snapshots from a
typical ParRep trajectory. After a period in which the
interstitial diffuses around the surface of the bubble, new
Frenkel pairs are nucleated at the top of the bubble, in the
location of the first interstitial. Eventually, these “tear off,”
forming an island on the surface. The final vacancy
arrangements for all the ParRep simulations are shown
in Fig. 2(c), where the time needed to reach the corre-
sponding configuration is also indicated. As in the case
shown in Fig. 2(b), the new vacancies are typically
nucleated at or near the top of the bubble and near existing
interstitials; this corresponds to the growth of a dislocation
line attached to the bubble surface. This process eventually
leads to the formation of a complete loop which breaks
away from the bubble, leading to the directed growth of the
bubble towards the surface.
In light of these results, we can define a criterion to

separate the fast and slow growth rate regimes: for a given
bubble size, if the growth rate allows for the free diffusion
of interstitials around the bubble on the time scale of He
insertion, this corresponds to a slow growth regime with

directed growth towards the surface. In contrast, for fast
growth, the insertion rate of He atoms into the bubble is
faster than this diffusion rate, so that the crowdion clusters
associated with the interstitials (or the corresponding
dislocation lines) grow faster than they can diffuse, leading
to more isotropic growth of the bubble.
The results in Fig. 2(c) clearly show that subsequent

nucleation of Frenkel pairs is biased towards the top of the
bubble. To understand the mechanism causing this behav-
ior, we examine the nucleation process of these Frenkel
pairs in more detail. In Fig. 3(a), we plot the average
number of distinct interstitial clusters around the He bubble
just after a new Frenkel pair is nucleated in the presence of
at least one other interstitial. The results show that, at slow
growth rates, the nucleation of new Frenkel pairs prefer-
entially occurs in the neighborhood of existing interstitials;
that is, most of the time, the new interstitial contributes to
the growth of an existing interstitial cluster (dislocation
line); hence the number of interstitial clusters remains at
about 1. In contrast, at fast growth rates, these nucleation
events are less spatially correlated and new interstitial
clusters are often created. Additionally, the number of
Frenkel pairs nucleated in a single event depends on the
growth rate, as shown in Fig. 3(b). On average, at fast
growth rates the bubble grows via large steps involving

(a)

(b)

(c)

FIG. 2 (color online). (a) Diffusion hopping time as a function
of the number of He atoms per W vacancy for two cases: one W
interstitial on a 2-vacancy bubble, and one W interstitial on a 15-
vacancy bubble. Insets: yellow (grey) and blue (black) spheres
denote the W interstitial and W vacancies, respectively. (b) Snap-
shots showing the diffusion of a W interstitial to the top of the
bubble, the subsequent nucleation of additional Frenkel pairs, and
the tearing off process of adatom nucleation. Green (medium
grey) spheres denote adatoms on the W surface. (c) Final vacancy
configuration for the 15-vacancy bubble (after adatoms are
formed) from 8 independent ParRep simulations. The cyan (grey)
spheres indicate the position of the additional vacancies. Top and
bottom snapshots correspond to views on the planes f101g and
f1̄01g, respectively.

(d)(c)

(b)(a)

FIG. 3 (color online). (a) Average number of interstitial clusters
around the He bubble after a new Frenkel pair is nucleated, when
at least one interstitial is already present, as a function of the
growth rate, for two values of the cutoff distance defining the
clusters. (b) Average number of Frenkel pairs per event as a
function of the growth rate. (c) Spatial probability for the
nucleation of new vacancies with respect to the center of the
current vacancy cluster [see (d)], as a function of the growth rate.
(d) Histogram of the location of new vacancies in the direction
perpendicular to the surface for all the simulations. As described
in the inset, the location is defined as the distance between the
new vacancy and the center of the current vacancy cluster, binned
into dy ¼ 1 Å bins. In order to compare bubbles with different
sizes this distance has been normalized by

ffiffiffiffiffiffiffiffiffi

Nvac
3
p

, with Nvac the
number of vacancies already existing in the bubble.
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many Frenkel pairs, while slow rates are characterized by
small steps involving just one or two Frenkel pairs
per event.
Further, as suggested by Fig. 2(c), these newFrenkel pairs

are not evenly distributed on the surface of the bubble. In
Fig. 3(c) we show, as a function of the growth rate, the
percentage of vacancies nucleated at the top, side, and
bottom of the bubble, until the bursting event, determined as
illustrated in Fig. 3(d). The results show a favored growth of
the bubble towards the surface at slow growth rates, while
fast growth rates present a more isotropic growth.
Taken together, these results provide the following

picture of the He bubble growth process under realistic
(slow) growth rates. The first step is the isotropic nucleation
of an initial W Frenkel pair on the surface of a bubble with
no other W interstitials attached [Fig. 1(a)]. The corre-
sponding vacancy increases the bubble volume, while the
interstitial becomes part of a h111i crowdion tangent to the
bubble (Fig. 2). The interstitial diffuses around the bubble,
a process that is faster for bubbles with less pressure
[Fig. 2(a)]. After more He atoms have entered the bubble,
the bubble is able to drive the nucleation of another Frenkel
pair, most likely in the neighborhood of the previous
interstitial [Fig. 3(a)]. Together, they form an incipient
h111i dislocation line (arc). As it grows, the dislocation line
interacts increasingly strongly with the surface, leading to
its alignment towards it [36–38]. Eventually, this attraction
drives an increase in the length of the dislocation line
through the nucleation of more Frenkel pairs, preferentially
from the top of the bubble because the interaction with the
surface is stronger there [Figs. 3(c)–3(d)]. The arc then
detaches, forming a h111i dislocation loop, which glides to
the surface and creates an adatom island, increasing surface
roughening [Fig. 2(b)]. This directed growth towards the W
surface leads to early bursting [Fig. 1(e)]. The diffusion of
the W interstitial around the bubble is the key mechanism
that facilitates the localization of crowdions, and the
subsequent nucleation of Frenkel pairs, on the top of the
bubble. In contrast, at fast growth rates, either interstitial
clusters grow where they are first nucleated or new Frenkel
pairs are nucleated isotropically around the surface of the
bubble. This leads to a more isotropic growth, delaying the
bursting point as compared to the slow growth regime
[Fig. 1(e)], and causing more surface damage because of
the greater number of adatoms generated and the larger
cavity left behind after bursting. Note that, as the bubble
further approaches the surface, the nucleation of an isolated
interstitial can itself be biased towards the top.
As mentioned in the introduction, a major issue with the

use of W as a PFM is the formation of fuzz. Recently, a
model of fuzz growth has been proposed that has at its core
the balance between interstitial loop punching and bubble
rupture [39]. This model captures the qualitative fuzz
growth behavior and certain quantitative aspects, such as
the fuzz thickness growing as

ffiffi

t
p

. Central to the model are a

number of assumptions, based on MD simulations, par-
ticularly that bubbles closer to the surface than a threshold
distance, which depends on bubble radius, will rupture. In
particular, the model assumes bubbles grow spherically,
regardless of growth rate or proximity to a surface. Our
results show that, especially at slower rates, bubbles near a
surface, such as those that would be present in the fuzz
filaments, grow anisotropically and their size at bursting
will be much smaller than if they grew spherically. Further,
our results indicate that the evolution of the surface
morphology is very sensitive to how the bubbles grow,
as where the interstitials are emitted from the surface of the
bubble changes with the bubble growth rate. More gen-
erally, they highlight that the artificially fast growth rate in
MD simulations can lead to an underestimation of the effect
of the bias induced by the elastic interaction of the
interstitials with different microstructural features (e.g.,
neighboring bubbles or dislocations) on the evolution of the
system.
In conclusion, we have examined the growth of He

bubbles in W for growth rates spanning 6 orders of
magnitude using MD and ParRep. We find that there are
two growth regimes, governed by themobility of interstitials
on the bubble surface. For slow He intake rates, bubble
growth occurs at lower pressure, and is biased towards the
surface, leading to early bursting. In contrast, at fast rates,
growth occurs at high pressure, and proceeds more isotropi-
cally. These findings highlight the importance of simulating
materials under realistic conditions, which could be an
essential requirement to understand the fuzz formation.
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