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The transverse acoustic impedance of superfluid 3He was measured in the A1 and A2 phases up to 13 T to
investigate the surface states in nonunitary superfluids. The temperature dependence of the impedance was
much larger in the A1 phase than in the A2 phase. This nonsymmetric behavior indicates that momentum
exchange with walls for spin-down surface states is quite different from that for spin-up surface states. The
spin-dependent response might be a reflection of an essential feature of the nonunitary states where gap
amplitudes depend on spin states. Weak-coupling theories ignore any spin-dependent processes and do not
account for the nonsymmetric behavior.
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In general, surface scattering has a significant effect on
the local quasiparticle states of unconventional superfluids
and superconductors, which are fermionic condensates
with nonzero angular momentum of Cooper pairs [1–4].
Depending on the characteristics of the condensates and
the surface boundary conditions, various kinds of surface
states form near the surface. For example, surface Andreev
bound states (SABS) appear in the vicinity of the surface of
unconventional superfluids and superconductors when the
order parameter changes its sign via reflection, regardless
of whether they are topological or nontopological. In the
case of topological superfluids and superconductors, most
of which exist in spin triplet states, quasiparticles in the
bound states have the properties of Majorana fermions
formed by a bulk-edge (surface) correspondence [5–7].
Even in nontopological superfluids with no sign change via
reflection, such as the 3He A phase, diffusive scattering on
rough walls induces the formation of surface states [8,9].
Since surface states have received increasing attention in
recent research, it is urgent to classify them and elucidate
their physical properties. We measured the transverse
acoustic impedance of the nonunitary A1 and A2 phases
of superfluid 3He and found that the transverse response of
the surface states was highly spin dependent.
Because spin-triplet p-wave superfluid 3He has internal

degrees of freedom, superfluid 3He has multiple phases
[10,11]. Without a magnetic field, there exist two phases:
the A and B phases. The A phase is an equal spin pairing
state in which pairs are formed of the same spin states,
i.e., j↑↑i and j↓↓i. Under a magnetic field, the A phase
stabilizes over a wider pressure and temperature region and
a different phase appears near superfluid transition temper-
ature Tc. This phase is called the A1 phase and the transition
temperature Tc1 is higher than Tc in zero magnetic field

[10–12]. The A1 phase is another equal spin pairing state
and its superfluid component consists of just one set of
paired spin condensates j↑↑i, where the magnetic field
is applied downwards. Thus, only the order parameter
Δ↑↑ grows below Tc1, while Δ↓↓ is zero. Below a certain
temperature Tc2, another paired spin condensate j↓↓i
grows and Δ↓↓ begins to develop. This spin polarized A
phase is known as the A2 phase. The A1 and A2 phases are a
rare established example of nonunitary superfluid states in
which spin-up and spin-down Cooper pairs have different
gap amplitudes. While nonunitary phases have been pro-
posed for several heavy fermion superconductors [13], the
superfluid A1 and A2 phases provide a good testing ground
for studying the surface states of nonunitary states.
Let us review the surface states of the A phase on a rough

(diffusive) wall. At a distance from the wall that is similar
to the coherence length, incoherent phase mixing during
the diffusive scattering leads to the suppression of the order
parameter. A different type of surface state from SABS
forms there near the Fermi energy; the surface density of
states (SDOS) becomes flat and gapless [8,9,14]. The
surface states have a similar formation mechanism to
SABS in the sense that destructive interference via scatter-
ing is essential in systems with internal degrees of freedom.
However, they are not exactly the same as SABS, which
can form even on specular surfaces. In the A1 and A2

phases, each spin component has a similar surface state
structure as the A phase when their energies are scaled by
the corresponding gap energies Δ↑↑ and Δ↓↓, respectively.
We performed complex transverse acoustic impedance Z

measurements [15] that have been demonstrated to be very
sensitive to the surface states in both the A and B phases
[9,16], because low energy surface states play a major role
in the exchange of transverse momentum between a wall
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and superfluid 3He. This provides spectroscopic informa-
tion on the surface states when the acoustic energy ℏω is
comparable to the superfluid gap energy. The recent Z
measurement in the superfluid B phase clarified that the
energy dispersion of SABS exhibits a distinct linear depend-
ence on momentum, forming the so-called Majorana cone in
the specular limit [7,17–19].
Z is defined as the ratio of the stress tensor Π of the

liquid on a wall to the wall velocity u, Z ¼ Π=u. We used
an AC-cut quartz transducer, which oscillated transversely,
immersed in liquid 3He to measure Z. The transducer
was installed in the cell 0.5 mm away from the cell wall.
The surface of the transducer was gold plated to make a
coaxial electrode. The resonance frequency fð¼ ω=2πÞ
and the Q factor of the transducer were measured using the
continuous wave bridge method [15,16]. The real and
imaginary components of Z were obtained separately as
Z ¼ Z0 þ iZ00 ¼ ð1

4
mπZqΔQ−1Þ þ ið1

2
mπZqΔf=fÞ, where

Zq is the acoustic impedance of the quartz and m is the
harmonic number of the transducer [10]. Δf and ΔQ−1 are
changes from the high temperature limit. The fundamental
frequency of the transducer was 9.42 MHz, but the higher
harmonics m ¼ 3, 5, and 7 were also used.
The experimental cell was cooled by a nuclear demag-

netization refrigerator. We were able to apply a magnetic
field to the cell separately using another superconducting
magnet. The direction of the magnetic field was
perpendicular to the transducer surface. The temperature
was measured by a calibrated 3He melting curve thermom-
eter located in a low magnetic field region and in good
thermal contact with the liquid. A vibrating wire thermom-
eter placed in the liquid 3He acted as a marker [20] for Tc1
and Tc2 and was used as a secondary thermometer. The
experiments were carried out in a static magnetic field of up
to 13 T and liquid pressures between 1.2 and 3.3 MPa.
Figure 1 shows the temperature dependence of Z0 and Z00

at several frequencies. The pressure and magnetic field
were P ¼ 2.1 MPa and B ¼ 5.0 T. With these parameters,
Tc1 is 2.41 and Tc2 is 2.17 mK, so the ratio Tc2=Tc1 is 0.90,
which is shown by the vertical solid line in Fig. 1 [21,22].
Here, Z0 is the normal liquid value of Z just above Tc1 and
the vertical axis is the normalized deviation from Z0.
We examine the temperature dependence from the high
temperature side in the A1 phase. At the lowest frequency,
9.42 MHz, Z0 had a peak at a temperature slightly lower
than Tc1. The peak became broader and shifted to lower
temperatures at higher frequencies. Z00 steeply decreased
with a clear kink just below Tc1 at the lowest frequency.
The temperatures where the kink appeared are indicated
by arrows; they also shifted to lower temperature at higher
frequencies. Z00 saturated at frequency-dependent values
at lower temperatures. This characteristic temperature
dependence in theA1 phasewas very similar to that observed
in the A phase with no magnetic field [9,23]. To obtain the
energy scale that characterizes the kink temperatures, we

compared Δ↑↑ at the kink temperatures with the acoustic
energies and found that they had the nearly frequency-
independent values of Δ↑↑=ℏω ¼ 0.63� 0.07.
In the A2 phase, the kink was also observed for Z00 at the

temperatures indicated by the arrows in Fig. 1. The kink
appeared just below Tc2 at the lowest frequency and shifted
to lower temperatures at higher frequencies. The broad
peak of Z0 was obscured in the A2 phase such that no clear
features were recognizable; this is possibly because the
peak was buried in noise due to the background temper-
ature dependence of the spin-up component continuing
from the A1 phase. In the A2 phase at the kink temperatures,
we also comparedΔ↓↓ with the acoustic energies and found
Δ↓↓=ℏω ¼ 0.61� 0.03; this value was nearly frequency
independent and was almost the same as that in the A1

phase. This fact supports a common belief that the gap
amplitude and the structure of the SDOS of each spin
component have a similar temperature dependence if they
are scaled by the transition temperatures, Tc1 and Tc2,
respectively [24]. However, the magnitudes of the decrease
below the kink temperature were quite different as is most
easily seen in the temperature dependence of Z00 at the
lowest frequency, 9.42 MHz; it was much larger in the A1

phase than in the A2 phase. This implies that the exchange
of transverse momentum between the wall and the surface
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FIG. 1 (color online). Temperature dependence of the real Z0
and imaginary Z00 components of the transverse acoustic imped-
ance for various frequencies at 2.1 MPa and 5 T. Changes from
the normal states value Z0 just above Tc1 are plotted. The vertical
dotted line corresponds to Tc1 and the vertical solid line
corresponds to Tc2. The arrows indicate the kink temperatures,
below which Z00 started to decrease with cooling. The temperature
dependence of Z00 in the A2 phase was smaller than that in the
A1 phase.
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states was quite different for the two spin components. This
point will be revisited in detail later to explore the magnetic
field dependence.
The theoretical calculation of the temperature depend-

ence of Z is shown in Fig. 2. The pressure and magnetic
field are the same as those used in the experiment shown in
Fig. 1. This calculation procedure has already been reported
in Ref. [23]; the order parameters were determined self-
consistently on a rough wall and the expectation value of
the momentum flux into the wall was estimated by the
Keldysh formalism in the weak-coupling approximation to
obtain Z. The effect of the magnetic field was included
through the change in Tc. Magnetic field induced the
splitting of Tc into Tc1 and Tc2 depending on the spin states
and the total acoustic impedance was calculated as a sum of
the impedance of each spin component. The Fermi liquid
effect was ignored in this calculation. The characteristics
exhibited in the experiment were qualitatively reproduced,
including the broad peaks in Z0 and the decreases below the
kinks in Z00 in both phases, as well as their frequency
dependence. The broad peak in Z0 in the A2 phase is clear in
the calculation but is reasonably small to be buried in the
experimental noise.
In the calculation, the magnitudes of the decreases below

the kink temperature in Z00 were nearly the same in the

A1 and A2 phases. This is consistent with the naive
expectation that the temperature dependence of Z in the
A1 and A2 phases is of the same order of magnitude. As
shown by the data for 9.42 and 28.3 MHz in Figs. 1 and 2,
however, the magnitude of the decrease in the A1 phase
roughly agreed with the experimental result but was
significantly larger in the A2 phase.
In Fig. 3, the temperature dependences of Z00 at a fixed

frequency of 28.3 MHz are shown for various magnetic
fields up to 13 T at a pressure of 2.8 MPa. The horizontal
axis is scaled by Tc1 for the corresponding magnetic fields;
Tc1 increases by about 15% as the magnetic field changes
from 0.6 to 13 T. Tc2 decreases to 0.75T=Tc1 in the highest
magnetic field as indicated by the vertical lines. Z00 in the
A1 phase approximately follows a universal curve and
decreases to a field independent saturation value δA1 at low
temperatures. We were able to determine δA1 with reason-
able accuracy for magnetic fields above 5.0 T but not at
0.6 T where the A1 phase existed in too narrow a temper-
ature region to reach a saturation value. In higher magnetic
fields, the increased Tc1 should make the frequency scaled
by Tc1 effectively lower, but the increase of 15% at most
did not have a significant effect on Z00.
In the A2 phase, it was difficult to determine the

temperature dependence of the spin-down component from
the overall values of Z00 because the spin-up component still
contributed to the temperature dependence at higher tem-
peratures. At lower temperatures, however, Z00 decreased to
a saturation value δA2, which was estimated with good
accuracy as shown in Fig. 3. In contrast to the A1 phase, δA2
was weakly dependent on the magnetic field, reducing in
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FIG. 2 (color online). Theoretical calculation of the temperature
dependence of the real Z0 and imaginary Z00 components of the
transverse acoustic impedance at various frequencies. The physi-
cal parameters were adjusted to match those of the experiment
shown in Fig. 1. Changes from the normal states value Z0 just
above Tc1 are plotted. The vertical solid line corresponds to Tc2.
Most of the experimental characteristics were reproduced but the
temperature dependence of Z00 in the A2 phase was more
significant than that in the experiment.
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FIG. 3 (color online). Temperature dependence of the imagi-
nary component of the transverse acoustic impedance Z00 under
various magnetic fields measured from the normal state value Z00

0 .
The temperature was normalized by Tc1. The pressure was 2.8
MPa and the frequency was 28.3 MHz. The vertical lines
correspond to Tc2 at 0.6, 5.0, 7.5, 10.0, and 13.0 T from right
to left. The saturation value in each state, δA1 and δA2, was
determined as indicated in the figure.
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magnitude for higher fields, as was apparent above 5.0 T.
As the field increases, Tc2 decreases and thus the effective
frequency scaled by Tc2 should increase. It is reasonable
to naively expect that Z00 has a larger temperature
dependence at higher effective frequencies. However, this
was not observed experimentally and δA2 had the opposite
dependence.
More unexpectedly, jδA2j was significantly smaller than

jδA1j. To see this anomalous behavior clearly, the ratio
between jδA1j and jδA2j was plotted against the magnetic
field in Fig. 4. Data were plotted for various pressures. It
was found that jδA1j was about 5 times larger than jδA2j.
The ratio jδA1j=jδA2j showed a tendency to be higher in
higher magnetic fields as shown in Fig. 4; jδA1j did not
depend on the magnetic field but jδA2j became smaller
in higher magnetic fields. The solid line is a guide for
the eyes.
Measurements at the frequencies of 9.42, 47.1, and

66.0 MHz show a similar difference between δA1 and δA2
and the magnetic field dependences. However, it was not
possible to clearly separate δA1 and δA2 at high frequencies
because the temperature dependence ofZ00wasmore gradual
and did not reach saturation in the A1 phase.
We also tried to eliminate the effect of thin 3He solids

adsorbed on the wall by coating the wall with two layers of
4He. Although the enhancement of the specularity of the
wall was observed as in the superfluid B phase [17,25,26],
the difference between δA1 and δA2 remained. Thus, the
magnetic scattering off the 3He solids was shown to be
irrelevant to the observed difference in theA1 andA2 phases.
In Fig. 4, the dotted line shows the theoretical calcu-

lation. In the weak-coupling theory, jδA2jwas slightly larger
than jδA1j and the ratio jδA1j=jδA2j decreased with the
magnetic field strength. This is because the frequency is
effectively higher in the A2 phase, which has a lower
transition temperature in higher magnetic fields. Therefore,

the theoretical calculation of jδA1j=jδA2j was about five
times smaller than the experimental observation and had
the opposite magnetic field dependence. This discrepancy
between the experiment and the theory can also be seen in
Figs. 1 and 2 as already mentioned.
The large difference between δA1 and δA2 found exper-

imentally suggests a nonsymmetric acoustic response of the
spin-up and spin-down surface states to the transverse
oscillation of the wall. This is likely to reflect the intrinsic
nature of the nonunitary superfluid phases of 3He in very
high magnetic fields. One possible origin of the non-
symmetric response is the difference in the coherence
length of the spin components. The coherence length is
the distance from the wall at which the order parameters are
suppressed, and surface states are formed in the suppressed
region. The low-lying quasiparticle states of the surface
states within the gap energy play a major role in the
exchange of transverse momentum with the wall [4,7].
Since the gap amplitudes and transition temperatures can
take spin dependent values in nonunitary states, the coher-
ence lengths at zero temperature also depend on the spins as
ξ0↑↑ð↓↓Þ ¼ ℏvF=2πkBTc1ð2Þ, and thus ξ0↓↓=ξ0↑↑ > 1. Here,
vF is the Fermi velocity. It is noteworthy that ξ0↓↓=ξ0↑↑ is
larger in highermagnetic fields, where δA1=δA2 is larger. The
temperature-dependent coherence length is ξ↑↑ð↓↓ÞðTÞ ¼
ξ0↑↑ð↓↓Þ=ð1 − T=Tc1ð2ÞÞ1=2, and the ratio can be even more
enhanced to be ξðTÞ↓↓=ξðTÞ↑↑ ≫ 1 in theA2 phase nearTc2.
Although the different coherence lengths were fully

taken into account by the self-consistent calculation in
Figs. 2 and 4, the coupling between the different spin states
was ignored in the weak-coupling approximation and both
spin components behaved independently. When mixing
mechanisms of the different spin states, i.e., strong-
coupling corrections, are properly taken into account, this
large difference in coherence lengths may cause the non-
symmetric acoustic response in the A1 and A2 phases,
although there is no established way of doing this.
Furthermore, to make the different coherence lengths

relevant a nonlocal correlation effect has to be included in
the calculation of Z, too. In the presence of a wall that
breaks translational symmetry, the Fermi liquid effect
induces a coupling between different momentum states
that results in a nonlocal correlation in the surface states.
Such nonlocal correlation is likely to have a pronounced
effect on the exchange of momentum with the wall when
the coherence length depends on spin states in nonunitary
superfluids. The theory succeeded in describing Z in the
unitary phases as the A and B phases [7,9,16]. The theory of
Z would need to be extended to include the strong-coupling
corrections and the Fermi liquid effect to quantitatively
describe the coupling between nonunitary superfluids and
the oscillating wall.
In summary, transverse acoustic impedance was

measured in nonunitary A1 and A2 phases under very
high magnetic fields. Although the energy scale which
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FIG. 4 (color online). Ratio between the saturation values of the
transverse acoustic impedance Z00 in the A1 and A2 phases
jδA1j=jδA2j as a function of the magnetic field for several
pressures. The frequency was 28.3 MHz. The dotted line shows
a simple theoretical calculation. The solid line is a guide for
the eyes.
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characterized the temperature dependence was nearly the
same in both phases and the weak-coupling theory repro-
duced the temperature dependence qualitatively, the mag-
nitude of the temperature dependence was anomalously
larger in the A1 phase than the A2 phase. This nonsym-
metric response implies that the exchange of transverse
momentum between the surface states and a wall is
dependent on the spin states. Such a spin-dependent
process has never been considered theoretically and is
possibly a unique feature in nonunitary superfluids.
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