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A method based on laser wakefield acceleration with controlled ionization injection triggered by another
frequency-tripled laser is proposed, which can produce electron bunches with low energy spread. As two
color pulses copropagate in the background plasma, the peak amplitude of the combined laser field is
modulated in time and space during the laser propagation due to the plasma dispersion. Ionization injection
occurs when the peak amplitude exceeds a certain threshold. The threshold is exceeded for limited duration
periodically at different propagation distances, leading to multiple ionization injections and separated
electron bunches. The method is demonstrated through multidimensional particle-in-cell simulations. Such
electron bunches may be used to generate multichromatic x-ray sources for a variety of applications.
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Versatile x-ray sources with tunable brightness, spectrum
range, pulse duration, and temporal-spatial coherence could
be tools for scientific discoveries as well as medical and
industrial applications. Continuous efforts are being made
to push x-ray sources towards new limits such as coherent
x rays over 10 keV [1,2], attosecond pulses [3], two-color
hard x-ray lasers [4], etc. However, currently most of these
sources are based on conventional accelerators. More
compact and low cost x-ray devices with comparable
quality are highly desired. Recently, laser wakefield accel-
eration (LWFA) offers the possibility for a new generation
of compact particle accelerators [5]. Single or multiple
bunches can be generated for different applications [6–8].
LWFA-based compact and low cost x-and γ-ray sources
also have attracted much interest [9–12].
In spite of the significant progress made in LWFA

research in the past decade [13–18], it is widely recognized
that the beam quality and stability still need to be improved
considerably before its wide applications. The injection
process is a key issue of high quality beam production.
There are a few interesting schemes proposed. A cold
optical injection scheme is proposed to produce ultralow
energy spread beams as shown by two-dimensional (2D)
simulations [19]. Besides, ionization-induced injection in
mixed gaseous targets has been proposed and demonstrated
as an attractive scheme [20–30] due to the relatively easier
operation. In this scheme a mixture of gases is chosen. In
the mixture, at least one of the gas elements has a relatively
low ionization threshold such that it is effectively preion-
ized and acts as background plasma, while at least another
has inner shells with higher ionization thresholds (such as
nitrogen and oxygen). The laser releases these inner shell

electrons at a location within the wake such that they can be
easily trapped and accelerated. Generally, the final electron
beam energy spread is related to the effective injection
length [31–33], which often leads to energy spread much
larger than 1%, unless some technique, such as laser self-
focusing, is used [34].
In this Letter, we propose a new electron injection

scheme to produce ultralow energy spread and single or
multiple electron bunches with equally spaced energy
peaks. We use a bichromatic laser to trigger sequential
ionization injections. In our one-dimensional (1D) and
multidimensional particle-in-cell (PIC) simulations using
the code OSIRIS [35], low energy spread beams are
generated because the effective injection length is sup-
pressed to a few hundred micrometers. A multipeak energy
spectrum can also be observed if a specific condition is
satisfied.
This scenario is illustrated in Fig. 1. Amain pulsewith the

fundamental frequency is responsible for driving an accel-
erating wakefield in the blowout regime [36–38].
A second copropagating harmonic pulse with a smaller
amplitude modulates the peak laser field strength and acts as
a trigger of the high-Z gasK-shell ionization. Because of the
laser dispersion in the plasma, the phase speed of the two
frequencycomponents aredifferent.By tuning the amplitude
of the two components, one can limit the K-shell ionization
only occurring when the peaks of the two lasers overlap.
To understand this process, we first study the propaga-

tion of a bichromatic laser in plasmas. Consider two plane
waves (i ¼ 1; 2) with the normalized vector potentials

aiðz; tÞ ¼ ai0 sinðωit − kizþ ϕiÞ; ð1Þ
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where ai0 are the amplitudes normalized to mec2=e, ωi
are the frequencies, ki are the wave numbers, ϕi are the
initial phases of the two pulses, respectively. In the linear
regime, their frequencies and wave numbers satisfy the
linear dispersion relation ω2

i ¼ ω2
p þ c2k2i , and for low

density plasmas the phase velocity can be expanded
as ðωi=kiÞ ¼ c½1 − 1

2
ðωp=ωiÞ2�−1, where ωp=ωi ≪ 1.

Substituting these expressions into Eq. (1), rewriting the
variables using speed of light frame variables ξ ¼ ω1½t −
ðz=cÞ� and s ¼ ðω1=cÞz, and normalizing the frequency to
ω1, time to ω−1

1 , length to c=ω1, the laser vector potential
can be rewritten as a1ðξ; sÞ ¼ a10 sinðξþ 1

2
ω2
psþ ϕ1Þ and

a2ðξ;sÞ¼a20 sin½ω2ξþ 1
2
ðω2

p=ω2Þsþϕ2�. Correspondingly,
the electric fields are normalized to meω1c=e and can be
written as

E1ðξ; sÞ ¼ a10 cos

�
ξþ 1

2
ω2
psþ ϕ1

�
;

E2ðξ; sÞ ¼ a20ω2 cos

�
ω2ξþ

1

2

ω2
p

ω2

sþ ϕ2

�
: ð2Þ

The total electric field is given by Eðξ; sÞ ¼ E1ðξ; sÞþ
E2ðξ; sÞ. We choose ω2 ¼ 2, ωp ¼ 0.01 and a20=a10 ¼
1=4 as an example, and the plot is shown in Fig. 2(a). One
can find out that changing ϕ1 and ϕ2 only leads to shifting
the pattern in Fig. 2(a) up and down (or left and right). The
period of s over which the beat pattern changes is given by

Δs ¼ 4π

ω2
pðω2 − 1

ω2
Þ : ð3Þ

We only consider the situation that a20 < a10 and ω2 to
be an integer larger than 1, and optimize the combination of
a20=a10 and ω2. Assume the peak field strength of Eðξ; sÞ

for a given s is EpeakðsÞ. Its maximum value is found at
s ¼ s1 as Epeakjmax ¼ Epeakðs1Þ and its minimum value is
found at s ¼ s2 as Epeakjmin ¼ Epeakðs2Þ. Optimization for
the controlled ionization injection can be realized by tuning
the ratio

Rða20=a10;ω2Þ≡ Epeakjmax=Epeakjmin: ð4Þ

It is easy to see that Epeakjmax ¼ a10 þ a20ω2, but it is not
straightforward to obtain Epeakjmin analytically. From
Eq. (2) one knows that the dispersion in plasma does
not change hE2ðξ; sÞi (the power averaged over time ξ),
though it changes the peak value of the bichromatic laser
field. Consider a square wave at a particular value of s,
which has the lowest peak amplitude for a given average
power. As the laser evolves the average power remains a
constant, but the superposition of the laser components will
become narrower peaks as shown in Fig. 2(c). A good
approximation of a square wave is the first two components
of its Fourier series, i.e., ω2=ω1 ¼ 3 and a20=a10 ¼ 1=9 as
shown in Fig. 2(d). As one can see, using only two
frequencies approximates Fig. 2(c) reasonably well. One
can verify that the 1∶3 combination is optimal by trying
other combinations and compare the ratios defined by
Eq. (4). We call this combination, the square-wave like
bichromatic lasers (SWBL).
Based on the peculiar peak amplitude evolution of the

SWBL, the ionization injection region can be broken
into small pieces. By choosing the amplitude of the
SWBL so that

Epeakjmin < EN5þ < Epeakjmax; ð5Þ
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FIG. 2 (color online). Typical evolution of the dual color lasers
according to Eq. (2). (a) a10 ¼ 1, a20 ¼ 1=4, ω2=ω1 ¼ 2 and
ωp=ω1 ¼ 0.01. (b) a10 ¼ 1, a20 ¼ 1=9, ω2=ω1 ¼ 3 and
ωp=ω1 ¼ 0.01. (c) Illustration showing the reason to use a
SWBL combination. (d) Two lineouts of (b) at s values indicated
by the black and red lines.
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FIG. 1 (color online). Schematic view of dual color lasers
trigged periodic injection in LWFA. A laser with base frequency
ω1 (the red curves) and its harmonic ω2 (the blue curves)
propagate in a mixed gas plasma. The dashed black curves show
the superposition of the two frequency laser fields at different
propagation distances. Laser parameters are chosen so that
ionization-induced injection can be switched on when the beating
is constructive and be switched off when the beating is destruc-
tive. In the plot, Eith represents the effective threshold field for the
high-Z gas inner shell ionization.
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the ionization injections can be limited to a few small
separated regions, where EN5þ is the effective ionization
threshold of N5þ. One may find Epeakjmax ¼ 4

3
a10mecω1e−1

and Epeakjmin ¼ 2
ffiffi
2

p
3
a10mecω1e−1.

In Fig. 3 we show the 1D PIC simulation results of such
multiple ionization injection and acceleration processes. ω1

is chosen to be the frequency of the 800 nm laser and
a10 ¼ 1.6. The laser pulse duration is 33 fs in FWHM with
the sin2 profile. The background plasma is provided by
helium with the plasma density of np ¼ 1.6 × 10−3nc,
where nc is the critical density of the 800 nm laser. The
injection provider is nitrogen with the density of
nN ¼ 1.6 × 10−7nc. The sequential ionization injections
can be found in Fig. 3(a). The curves in Fig. 3(b) show the
evolution of the laser peak amplitude predicted by the
theory and the result from the simulation. The differences
of the theory and the simulation after some propagation
distance are due to the plasma response and the nonlinear
laser frequency shifting [39]. To control the injection bunch
numbers we set the mixed gas length within an appropriate
length of 1 mm. These types of gas jets have already been
used in several laboratories [32].
Totally, three discrete bunches are observed in this

simulation and the energy spectrum at an acceleration
distance of 4854.4 μm is shown in Fig. 3(c) with the three
peaks labeled, corresponding to the three injections shown
in Figs. 3(a) and 3(b) within the mixed gas region. Each
injection duration is limited to 100 ∼ 200 μm. In this
specific simulation, the second bunch has its minimal

energy spread of 0.29% at a distance of 4860 μm, while
the other two bunches can also get their minimum energy
spreads at other appropriate acceleration distances. It is
worth noting that even though the optimal acceleration
distances for the minimal energy spreads are different for
different bunches, this proposed scheme is robust because
the accelerated beams can keep a low energy spread in a
sufficient wide range of acceleration distances, which is
clearer in multidimensional cases.
For such a two-color beat wave ionization injection

scheme, the initial phases of the two pulses may affect the
specific ionization injection position. Without loss of
generality, let ϕ1 ¼ ϕ2 ≡ ϕ, and change ϕ from 0∘ to
135°, which correspondingly changes the positions of the
electric field reaching Epeakjmax. The output beam energies
and energy spreads at acceleration distance of 4800 μm are
shown in Fig. 3(d). One can see that the central energy of a
specific electron bunch at a fixed laser propagation distance
has a fluctuation of 30 MeV, which is close to the energy
difference between the first and second bunch shown in
Fig. 3(c). This energy fluctuation comes from the different
injection positions set by the two laser phases.
Nevertheless, we find all these simulations show quite
good beam quality. They keep small energy spreads of less
than 1% regardless of the initial phase change.
Besides the phase effects, other high dimensional effects

such as self-focusing, evolution of the bubble radius, and
off axis ionizations, may also affect the injection and
acceleration. Among them, self-focusing and the associated
evolution of the bubble radius are most important. One of
the solutions is to choose a matched spot size [38]. Another
solution is to choose a relative large spot size so that self-
focusing occurs after a sufficiently long acceleration dis-
tance, during which multiple injections have already
established. Generally, self-focusing occurs in a distance
estimated by zsf ¼ZR½ðα=32Þa210k2pW2

0−1�−1=2, where

α ¼ ffiffiffi
2

p
for a 2D slab geometry and α ¼ 1 for a 2D

cylindrical or 3D geometry [34,40]. With the presence of
self-focusing, a two-stage acceleration process should be
deployed [31,32]. For the multiple injection to occur, it is
required that the injection stage length satisfies

Linj < zsf : ð6Þ

In this case, the number of ionization injected bunches can
be estimated as

Nbunch ¼
�
Linj=

�
cΔs
ω1

��
; ð7Þ

where the square brackets pair means the downward
rounding. The energy difference between the monoener-
getic peaks can be estimated by the injection position
difference times the averaged acceleration gradient
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FIG. 3 (color online). 1D PIC simulation of the SWBL and
injections. (a) Electron energy at the diagnostic point vs the initial
position of the injected electrons. (b) The SWBL peak amplitude
evolution. The blue dotted line is the estimated inner shell
ionization threshold, and the black dash-dotted line is the
separation from the mixed gas to the pure helium gas. (c) Electron
beam spectrum at the distance 4860 μm, where the minimum
energy spread during the phase rotation is measured to be 0.29%
in FWHM. (d) The energy and energy spread in FWHM vs the
initial laser phase ϕ.
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ΔEnergy ¼ cΔs
ω1

×
1

2
G0; ð8Þ

where G0½eV=m� ≈ 96
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
np½cm−3�

q
.

A typical 2D simulation is shown in Fig. 4, where we
choose a10 ¼ 1.46, a20 ¼ 0.162, W0 ¼ 80 μm, and the
other parameters are the same as those in the 1D simu-
lations. The initial laser amplitude in the 2D simulation is
lower than that in one dimension. But when the SWBL field
reaches its first maximum in two dimensions, the peak field
strength is very close to that in the 1D cases due to the self-
focusing effect. The injection stage length is Linj ¼ 1 mm
so that Eq. (6) is satisfied. A typical distribution of the
injected bunches is shown in Fig. 4(a). The central
positions of these bunches are spatially separated at this
snapshot with μm scale separations. Figure 4(b) shows the
phase space distribution of the bunches, from which we see
within the second and the third bunches there are a few
microbunches. These microbunches come from the several
overlapping peaks of the combined electric fields larger
than the ionization threshold as schematically shown in
Fig. 1. These bunches degrade the monochromaticity of the
final beams, showing the pedestals between the peaks of
the energy spectrum in Fig. 4(c). In addition, the whole
spectrum is composed of three main peaks with the
separation of 30 MeV confirming the prediction of
Eqs. (7) and (8). From our simulations we find these
pedestals can be reduced by using a shorter 3ω laser, which
makes the inner shell ionization only occur in a single
overlapping electric field peak. A simulation with a 10 fs

3ω laser gives a single injected electron bunch with final
energy spread less than 0.2% in FWHM.
The injection positions of the electrons can be estimated

by evaluating both the ionization threshold and the pseu-
dopotential (ψ) differences [23] related to the wake and the
ionized electrons. The threshold for ionization injection is
given by Δψ th ¼ 1 − ½

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðp⊥=mecÞ2

p
=γph� ≈ 0.9, where

the normalized transverse momentum is estimated to be
the normalized laser vector potential at ionization
p⊥=mec ≈ 1.9, and the wake phase velocity Lorentz factor
is estimated by the linear theory γph ≈ ω=ωp ¼ 25. In
Fig. 4(d), the blue dashed line shows this threshold, and
the black line shows the drop of ψ from the nitrogenK-shell
ionization position to the minimum ψ , which is manually
set to zero when the laser amplitude is lower than the
K-shell ionization threshold. There are three periods in
the injector region (distance up to 1000 μm) that satisfy the
injection condition, consistent with the three period when
the laser peak field exceeds the effective ionization thresh-
old of the nitrogen inner shell, and also is consistent with
the three injected bunches. In the simulation, we found that
within a larger distance (between 3.5 and 4.5 mm), all of the
bunches keep very low energy spread (less than 0.4% in
FWHM). This gives a very larger acceleration distance
window to get a high quality beam in experiments.
A series of 3D simulations are also performed. A

typical result is shown in Fig. 5, in which we choose
np ¼ 8 × 10−4nc, a10 ¼ 1.485, W0 ¼ 40 μm, and Linj ¼
1 mm so that Nbunch ¼ 1 according to Eq. (7). A beam with
a total charge of 12.6 pC, a mean energy of 389 MeV, and a
true root mean squareenergy spread of 1.53% is produced,
which confirms the effectiveness of the SWBL injection
scheme. From other 3D simulations we notice that as np
decreases (laser power should be no less than the critical
power for self-guiding while keeping a0 unchanged, thus
W0 may be increased accordingly), the laser can be self-
guided longer, the final electron beam energy increases, and
the relative energy spread decreases. Although we have not
yet tested the GeV level acceleration due to the limited
computational resources available, from the serial 3D runs
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FIG. 4 (color online). 2D PIC simulations of the SWBL
injection scheme. (a) The density snapshot at z ¼ 3780 μm.
The colored dots show the locations of three electron bunches.
(b) The energy and space distribution of the energetic electrons.
(c) The spectrum of the injected electrons, showing three
monoenergetic peaks. (d) The pseudopotential (ψ) difference
of the wake and the laser peak field evolution. The dash-dotted
line is the separation from the mixed gas region to the pure helium
region.
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FIG. 5 (color online). A 3D PIC simulation of the SWBL
injections. (a) A 3D wake plot. Only a half of the bubble is plotted
to show the inner structure of the bubble and the injected
electrons. The electron beam has normalized emittances of
3.3 μm rad in the laser polarization direction, and 2.3 μm rad in
the perpendicular direction. (b) Phase space of the injected charge.
The white curve is the projection to the pz axis.

PRL 114, 084801 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

27 FEBRUARY 2015

084801-4



with absolute energy spread ∼5 MeV it is very promising
that our injection scheme can produce electron beams with
energy spread lower than 1% once the plasma density and
laser power are suitable for GeV level accelerations.
In conclusion, we have proposed a dual color laser

scheme to control ionization injection in LWFAs. It can
result in periodic triggering of the ionization injection and
consequently produce a unique comblike energy spectrum.
These features are demonstrated by multidimensional PIC
simulations. The energy spread of an individual electron
bunch produced from a single injection period can be
controlled down to around 1% or even less with the central
energy of a few hundred MeV. Our scheme to generate
multichromatic narrow energy-spread electron bunches can
be used for multi color x-ray generation [4,41], which is
particularly interesting for medical imaging applications
[42,43]. The multichromatic beams may also be interesting
for radiotherapy [44].
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