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We introduce a new multimode cavity QED architecture for superconducting circuits that can be used to
implement photonic memories, more efficient Purcell filters, and quantum simulations of photonic
materials. We show that qubit interactions mediated by multimode cavities can have exponentially
improved contrast for two qubit gates without sacrificing gate speed. Using two qubits coupled via a three-
mode cavity system we spectroscopically observe multimode strong couplings up to 102 MHz and
demonstrate suppressed interactions off resonance of 10 kHz when the qubits are 600 MHz detuned from
the cavity resonance. We study Landau-Zener transitions in our multimode systems and demonstrate
quasiadiabatic loading of single photons into the multimode cavity in 25 ns. We introduce an adiabatic gate
protocol to realize a controlled-Z gate between the qubits in 95 ns and create a Bell state with 94.7%
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fidelity. This corresponds to an on/off ratio (gate contrast) of 1000.
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Circuit cavity quantum electrodynamics (cQED) using
superconducting resonators and Josephson junction based
qubits has demonstrated the essential building blocks of
gate based quantum computing and quantum optics [1].
Typically, cQED devices are engineered so that the qubits
primarily couple to a single cavity mode; nonetheless, the
true multimode nature of these devices is unavoidable. For
example, a multimode treatment is required to correctly
understand the Purcell effect [2], and to model the device
parameters for qubits coupled to 3D resonators [3].
Although these modes are usually treated as a nuisance,
if properly utilized, they are a powerful asset. In this Letter,
we introduce an explicitly multimode QED architecture
as a resource to study multimode quantum optics [4], as a
many-body bosonic system for quantum simulation [5,6],
as a photonic register for quantum memory [7], to filter the
noise environment [8,9], and to tailor coherent qubit-qubit
interactions.

In the context of quantum computing, tailoring qubit
interactions is of paramount importance for improving gate
contrast. In the past several years much effort has been
spent to improve gate fidelities and coherence times
[10-12], leading to rapid progress towards constructing
larger circuits [12-16]. However, as strongly coupled
circuits grow larger, issues inevitably arise due to residual
cQED couplings. Several methods have been developed
to reduce unwanted interactions; however, they are not
without their limitations. The most common approach is to
develop tunable interactions by coupling through a reso-
nant interaction and controlling the detuning from reso-
nance, imposing a tradeoff between gate contrast and speed.
In this approach, expanding beyond two qubits results in
spectral crowding, which limits addressability [17] and
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introduces spurious avoided crossings. Alternatively, we
can directly tune the coupling parameters [18-21]; however,
these additional tunable elements introduce complexity and
a new path for decoherence.

In this Letter, we present a new multimode circuit QED
architecture where qubits interact through a network of
strongly coupled resonators, analogous to a multimode
bandpass filter. The multimode architecture enables the off-
resonant interactions to be suppressed exponentially in the
number of modes (resonators) without any additional active
elements. To demonstrate the multimode architecture, we
construct a circuit with two transmon-type qubits coupled
via a three-mode (three-resonator) filter. We perform
spectroscopy on our device and confirm the multimode
circuit QED model. From spectroscopy, we observe multi-
mode strong coupling when the qubit and filter are on
resonance and suppressed qubit-qubit interactions when the
qubit and filter are off resonance. Next, we measure strong
interaction dynamics by quickly tuning the qubit energy
into resonance with the filter. We demonstrate fast loading
of single photons into the lowest mode of the filter (=25 ns)
and measure a single photon Stark shift greater than
100 MHz. Finally, we utilize the state-dependent Stark
shift to realize a controlled-Z gate between the qubits in
95 ns and create a Bell state with 94.7% fidelity.

A schematic of our circuit and the corresponding
physical realization are illustrated in Fig. 1. Three identical
resonators of frequency v are coupled to each other in a
chain to form our multimode filter. Two flux-tunable
transmon [22] qubits (v ~ 1-9 GHz) are coupled to the
resonators at the end of the filters. For qubit frequencies
Vo.1» Vo2, the qubit-filter system (for n modes) is described
by the Hamiltonian

© 2015 American Physical Society


http://dx.doi.org/10.1103/PhysRevLett.114.080501
http://dx.doi.org/10.1103/PhysRevLett.114.080501
http://dx.doi.org/10.1103/PhysRevLett.114.080501
http://dx.doi.org/10.1103/PhysRevLett.114.080501

PRL 114, 080501 (2015)

PHYSICAL REVIEW LETTERS

week ending
27 FEBRUARY 2015

) pemmeeeemeeeemmeemeeee—eeeees b Flux (®,) c Flux (2,)
@ (b) -3 02 01" 00 o1 © -0.315 —0.300 ’ 0,285 -0.270
S e S
g ey | e
H 7.50F > = =
] Filter Modes =
f————— > | § Fef)romeeene = ==
4 _7_/””' e
_f,.//. ------------
. I —— 4
Qubit1 / =
L = = g
l- QlfbltZl 2
_______ =. J [
2
I o Qubit2 ] 3
5
I

FIG. 1 (color online).
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Multimode device schematic and spectroscopy. (a) Schematic (top) and optical image (bottom) of our cQED

device consisting of three lumped LC resonators (blue dotted line), which couple two transmon-type qubits (red dotted line). The qubits
are coupled to readout resonators at vy (;) = 4.20(4.65) GHz. The qubit 1(qubit 2) lifetime T = 2.36(2.14) s and the decay of Ramsey

coherence (fit to Gaussian decay e/ is ¢ = 312(492) ns. Full fabrication details, qubit properties, instrumentation, and cryogenic
setup are given in Ref. [23]. (b) Single qubit spectroscopy as the qubit frequency v is tuned using the flux line. The dashed line is a fit
obtained by diagonalizing the energy levels of the transmon in the charge basis. (c) Spectroscopy of the region where the qubit frequency
crosses through the filter modes [dashed box in (b)]. The frequency of the other qubit is fixed and below the filter. The dashed lines are
the eigenvalues of the Hamiltonian given by Eq. (1) using the qubit-filter parameters listed in the main text. The inset is a cross section of
similar spectroscopy data demonstrating multimode strong coupling. (d) Spectroscopy of the qubit-qubit avoided crossing [dashed box
in (¢)]. In (b), (c), and (d) flux (in D) is obtained from experimental units as a fit parameter.
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(1)

Hy = hvp 67/2+ huy,6%/2,

where & creates a photon in the ith resonator, 6 is the
raising (lowering) operator for the qubit, 67 is the Pauli-Z
operator, g is the filter-filter coupling, and g f is the
qubit-filter coupling.

Strong coupling between the bare filter resonators splits
the three degenerate resonators into three “filter” modes with
frequencies vy, vs,v3 = v — V2gr, Vp, Up + V2gp. Bach
of these filter modes is a superposition of photons in the
bare resonators. Crucially, every filter mode has nonzero
weight in the resonators at either end of the chain so that
filter photons in mode i strongly couple to qubit 1 (qubit 2)
with coupling go; ri(9g2.ri)—this realizes our multimode
strong coupling architecture. We fit the spectroscopy
data in Fig. 1(c) to extract bare qubit-filter parameters
vp =17.169 GHz, gr =118 MHz, and gg; r(902.r) =
135(144) MHz corresponding to multimode coupling

parameters 9o r2(9g2.r2) =95(102)MHz (9 1 = go.r3 =
9o.r2/V2).

When the qubits are detuned from all the filter modes and
the filter is empty (analogous to the stop band of a classical
filter) residual interactions are mediated by virtual photons
through all modes and we can rewrite Eq. (1) as

H=H,+hJ(6{ ®35; +67 ®67) +hést ®8%,  (5)
where J is the exchange term and & is the controlled-
phase (c-phase) rate. If we consider identical qubit 1 and
qubit 2 filter couplings g, and let A be the averaged
detuning of the qubit from the bare filter mode (i.e.,
A = (vg1 +vgr —2vF)/2), then we can approximate J
and & (for an n-mode filter) as

3
gr \A )’
Notably, these rates are suppressed exponentially in the
number of filter modes 7, in terms of the small parameter
gr/A. To confirm the off-rate scaling predicted by Eq. (6),
we directly measure the exchange term J from qubit
spectroscopy, and numerically calculate the c-phase rate.
The data plotted in Fig. 2 agree well with the model with no
free parameters, demonstrating the essential scaling of the
multimode off rate, and implying an off rate less than
10 kHz for a qubit-qubit detuning of 50 MHz.
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FIG. 2 (color online). Off-resonant coupling. Qubit-qubit
exchange rate J as a function of the qubit frequency v, (top axis,
detuning A from the bare cavity frequency) for two different
scaling laws (dashed lines), by numerical diagonalizing
Eq. (1) (green line), and by measuring the exchange splitting
(data points). We measure the exchange splitting from qubit
spectroscopy, sample data is shown in Fig. 1(d). We also plot a
numerical calculation of the c-phase rate [from Eq. (1)] versus the
qubit 1 frequency using the filter parameters determined by the fitin
Fig. 1 where qubit 2 is detuned below qubit 1 by 50 MHz (red line).

To enable strong interactions in the multimode archi-
tecture we tune the qubit frequency into resonance. In this
limit, Eq. (6) is invalid, and the qubit interacts primarily
with the closest mode with a coupling strength of order g,
(the qubit-filter coupling). For our controlled-Z gate, we
utilize these strong interactions by loading a real photon
into the lowest filter mode and then employing a state-
dependent one-photon Stark shift. Loading a single photon
requires adiabatically traversing the qubit-filter avoided
crossing shown in Fig. 1, so we first study the dynamics of
this crossing by performing the experiment illustrated in
Fig. 3(a). We excite qubit 1, raise the qubit energy
quasilinearly through the filter in time ¢ (the flux is ramped
linearly), hold for time 7 — 2¢, ramp back in time 7, and
then measure the excited state population. Because we
traverse avoided crossings twice, we observe interference
fringes. Fast fringes, at short times, correspond to ramp
speeds larger than the total filter bandwidth (%400 MHz)
where a significant fraction of the excitation remains
with the qubit [31]. The slower fringes correspond to the
excitation being distributed over multiple filter modes and
the fringe frequency is fixed by the filter mode splitting.
The multimode nature of the crossing is advantageous;
although the ramp is not adiabatic with the lowest filter
mode unless it is slower than ~25 ns, the excitation remains
in the filter for ramps > 5 ns. We exploit this multimode
Landau-Zener physics to transfer population to the filter
faster than the single mode adiabatic limit.
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FIG. 3 (color online). Single photon loading and Stark shift.
(a) To study the dynamics of loading single photons into the filter
we traverse the qubit-filter avoided crossing in variable time ¢
(protocol illustrated in inset and described in the main text). We
plot the qubit excited state population versus the ramp time ¢:
the solid black line is a guide to the eye, the dashed gray line is
the expected maximum state population given 7' decay, and the
green solid line is a numerical solution of the Schrodinger
equation using the Hamiltonian given by Eq. (1) and scaled
by T, decay. (b) To measure the Stark shift between a single
photon in the lowest mode of the filter and a qubit at bare
frequency v, we perform a Ramsey experiment (protocol
illustrated in inset and described in the main text). We plot the
Stark shift as a function of vy, ; and compare against a theory
curve (blue solid line) with no free parameters. We use vy, ; =
5.3 GHz as the reference height (i.e., set the Stark shift at that
point to zero).

Next, we measure the Stark shift between a single photon
and a qubit in the ground state by performing the Ramsey
experiment illustrated by Fig. 3(b). First, we prepare qubit 1
in a superposition state and then raise the qubit frequency
through the filter to create a photon superposition state.
Next, we raise the frequency of qubit 2 to vy, ; for a
variable time 7. After a fixed total time, we retrieve the
photon from the filter, apply a z/2 pulse, and measure the
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FIG. 4 (color online).
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Bell state and CZ gate. (a) Timing diagram for our Bell state experiment illustrating the flux pulses (solid lines)

and microwave pulses (Gaussian). (b) The energy levels calculated from Eq. (1) in the orange region highlighted in (a). When qubit 1
crosses the filter, the qubit excitation is converted into a photon in the lowest filter mode. When qubit 2 is raised, the energy of the filter
photon depends on the state of qubit 2, which generates a ¢ phase; the total phase is the yellow area. (c) Absolute value of the density
matrix elements after state tomography of the Bell state produced by the gate [23].

state of qubit 1. Because of the variable time interaction
with qubit 2, we measure a Ramsey fringe versus z. The
frequency of the fringe is the Stark shift; sample data for
one of the points are shown in the inset to Fig. 3(b).
Approaching the filter from below, the Stark shift increases
as ~1/A, and then saturates at the maximum interaction

(approximately the filter splitting v/2¢z = 167 MHz) as
qubit 2 is brought through the filter. The data agree very
well with a theory curve with no free parameters, thus
validating that we are loading a single photon into the
lowest filter mode.

Finally, we combine the capabilities probed in the
previous two experiments—loading a single photon into
the filter and generating a strong Stark shift—to construct a
quantum logic gate. The protocol for the gate is illustrated
in Fig. 4(a). First, we convert the qubit 1 excitation into a
photon, then we move qubit 2 close to the filter to acquire
a state dependent Stark shift, and then we return the
photon back to qubit 1. While the qubit energies cross
during these ramps, we observe no evidence of an
exchange process since our multimode filter strongly
suppresses the off-resonance interaction [Eq. (6)]. We
realize a controlled-Z (CZ) gate because the conditional
phase ¢c—phase = ¢|ee> + ¢\gq> - (¢\eg> + ¢|qe)) [calculated
in Fig. 4(b)] is #. The full transmon-photon interaction
exploited for this gate is discussed in Ref. [23]. The flux
pulse sequence for our CZ gate is illustrated in Fig. 4. The
total gate time, 95 ns, is optimized to maximize gate
fidelity. For 50 MHz detuning between the qubits, this
implies a gate contrast (on/off rate) greater than 1000 even
for relatively small A/gp ~ 5.

To demonstrate the gate we prepare a Bell state,
ideally |Wg.) = (lgg) + €®|ee))/v/2. To characterize the
density matrix we perform state tomography [32] on
both qubits after the gate [see Fig. 4(c)]. The fidelity

F= <\IIBell |pmeas|\IjBell> is 0.947 £ O'Oosstat + O'Olsys
corresponding to a concurrence of 0.926 4+ 0.01, *+
0.024 [33]. We also measure a full process fidelity of
0.89 [23]. Our fidelity is comparable to other contemporary
results (two-qubit entangled states have been produced with
state fidelities up to 99.5% [12] and a concurrence of 0.994
[34]), and a master equation simulation of the gate [23]
suggests that our fidelity is limited by lifetime, rather than
the protocol. One advantage of our protocol is that our gate
is relatively insensitive to inhomogeneous broadening due
to flux noise; once the qubit excitation is a photon in the
filter, the energy is not flux dependent. Several improve-
ments are possible, for example, engineering a flux
insensitive bias point below the filter for state preparation
[35], utilizing new materials [36], and material processing
for high Q resonators [37], as well as reducing the total
gate time using techniques from optimal control for cross-
ing the filter.

In conclusion, we have demonstrated a new multimode
architecture for coupling superconducting qubits. We
measured that the off-resonance coupling is suppressed
exponentially in the number of modes, while still main-
taining strong interactions when the qubits are tuned close
to resonance. We used these capabilities to realize a high-
contrast controlled-Z gate. Further, this work indicates a
need to develop a microwave filter theory for coherent
quantum systems. The multimode architecture is a prom-
ising platform for realizing lattice based quantum simu-
lations and photonic registers for quantum information
processing.
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