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In III-V nanowires the energetic barriers for nucleation in the zinc blende or wurtzite arrangement are
typically of a similar order of magnitude. As a result, both arrangements can occur in a single wire. Here,
we investigate the evolution of this polytypism in self-catalyzed GaAs nanowires on Si(111) grown by
molecular beam epitaxy with time-resolved in situ x-ray diffraction. We interpret our data in the framework
of a height dependent Markov model for the stacking in the nanowires. In this way, we extract the mean
sizes of faultless wurtzite and zinc blende segments—a key parameter of polytypic nanowires—and their
temporal evolution during growth. Thereby, we infer quantitative information on the differences of the
nucleation barriers including their evolution without requiring a model of the nucleus.

DOI: 10.1103/PhysRevLett.114.055504 PACS numbers: 61.46.Km, 62.23.Hj, 64.70.Nd

Semiconductor nanowires (NWs) offer a variety of
capabilities for applications [1,2] such as transistors
[3,4], lasing [5,6], solar cells [7], thermoelectric materials
[8], and sensors [9,10] as well as for fundamental research,
e.g., on qubits [11], single photon sources [12], or
Majorana fermions [13]. In most cases, NWs with a
minimum of defects such as impurity atoms, dislocations
(and the induced strain thereof), and stacking faults are
required. Although lateral strain relaxation in a NW
facilitates a strongly reduced dislocation density compared

to conventional 2D layer growth in lattice-mismatched
heteroepitaxy [14–16], the wurtzite zinc blende polytypism
[17] deteriorates electronic and optical properties of III/V
NWs [18–20]. This polytypism refers to the observation
that wurtzite (WZ) and zinc blende (ZB) phase can coexist
in a single NW [21], although typically only one phase is
stable in the bulk material.
Growing a NW often involves a liquid droplet at its tip

which induces uniaxial growth and serves as a material
reservoir during the growth process [22]. The properties of
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the droplet during the growth—such as its shape, compo-
sition, and dynamics [23–26]—have a strong impact on the
growing NW. Further, the morphology [27–29] of the
growing NW, the involved crystallographic surfaces, and
their energies [30,31] are of importance, in particular for
the currently growing phase. As a result, a complicated
interplay of the crystalline wire and the droplet determines
the energetic nucleation barriers EPjP and EP̄jP for contin-
uing the growth of phase P ∈ fZB;WZg or for beginning a
segment of the complementary phase P̄ on top of the
current phase P [30,32–34]. The nucleation barrier
differences δEP̄jP ¼ EP̄jP − EPjP determine the polytypic
behavior: If δEP̄jP significantly exceed the energy scale
kBTgrowth responsible for thermal fluctuations (kB is the
Boltzmann constant and Tgrowth the growth temperature in
Kelvin), phase transitions are highly unlikely and very pure
wires emerge. In contrast, the frequent observation of
polytypism implies that δEP̄jP is only slightly larger than
kBTgrowth for typical growth conditions. Moreover, exper-
imental access to that quantity is of crucial importance for
phase engineering in NWs. Consequently, considerable
theoretical [25,33,35–37] and experimental [32,38] efforts
are aimed at understanding and controlling [17,27]
polytypism.
As a result of the different lattice constants of the

polytypes in NWs [39–42], x-ray diffraction is well suited
for investigation of polytypism in NWs [43–46]. In this
manuscript, we infer the differences of the nucleation
barriers δEP̄jP and the evolution thereof from time-resolved
in situ x-ray diffraction data which have been obtained
during growth of NWs. The changes in the shape of the
scattered intensity over time (beyond simple rescaling due
to increased scattering volume or effects from changes in
the geometry of the NWs) reveal the gradient of the
properties of the NWs with increasing growth time. For
interpretation of the time-resolved experimental data, we
employ a model for the length distribution of faultless
segments of each polytype with a mean value LP (“phase
purity”). As an advantage of this approach, the derived
nucleation barrier differences δEP̄jP rely neither on assump-
tions on the geometry of the nucleus, nor on the exact
mechanisms of nucleation or the catalyst dynamics
[22,24,26,30,31,33–36,38,47].
We perform our measurements in a special molecular

beam epitaxy (MBE) system [48] dedicated to time-
resolved in situ x-ray diffraction (see Fig. 1 and [49]) at
the NANO beam line of the synchrotron facility ANKA at
KIT during the growth of self-catalyzed GaAs NWs on
Si(111).
In addition to the time-resolved x-ray data of the (111)

reflection of GaAs recorded during growth, a three dimen-
sional postgrowth scan of this reflection in reciprocal space
was performed in situ after the growth was stopped: Apart
from the silicon Bragg peak, its diffuse scattering and

the crystal truncation rod of the substrate, an extended
diffuse cloud of intensity close to the GaAs Bragg peak
is observed [49]. Additional postgrowth ex situ scanning
electron microscopy (SEM) [49] reveals low-density NWs
(around 2 NWs per μm2) with approximately 17� 5 nm in
diameter and a height of 2.2� 0.25 μm.
During growth, the arrangement of beam, sample, and

detector has been kept constant. The information recorded
by the 2D x-ray detector essentially corresponds to the
qy-qz plane in reciprocal space as illustrated in the
Supplemental Material [49]. The recorded frames have been
corrected for background and integrated in the qy direction
[49]. Therebywe obtain time-resolved qz profiles, which are
sensitive to the arrangement of the crystalline layers in the
NWs which are parallel to the (111) surface of the substrate.
Figure 2 contains these profiles Iðqz; tiÞ after various

growth times ti (symbols). Although the external growth
parameters have been kept constant during growth, we
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FIG. 1 (color online). Illustration of the experimental setup:
MBE growth chamber with vertically mounted substrate (red).
The x-ray beam hits the sample under the angle αi ≈ 8°. The 2D
detector frames (blue box) register the intensity scattered by
αi þ αf ≈ 16°. The qz axis indicates the momentum transfer
parallel to the growth direction of the NWs. Integration in the
qy direction results in qz profiles which contain diffuse scatter-
ing of the silicon substrate and a GaAs peak with a highly
nontrivial shape.

FIG. 2 (color online). Measured in situ x-ray diffraction
intensity profiles Iðqz; tiÞ after various growth times ti (symbols)
and the best fit of the simulated profiles based on Eq. (2) (solid
lines) in the gray region. Each profile has been normalized to an
equal area in the gray region.
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observe a monotonic drift of the scattered intensity Iðqz; tiÞ
towards zinc blende (smaller vertical lattice constant
[40,50]) with advancing growth time ti which indicates a
gradient of the properties of the NWs with increasing
height.
We now relate these profiles of the scattered x-ray

intensity to time-resolved information on the purities LP
of both phases and the differences δEP̄jP of the nucleation
barriers.
For that purpose, we generate stacking sequences of a

large set of wires based on a time-dependent Markov
chain—motivated, e.g., by the results in [32,37]. Then, we
calculate the respective qz profile of this set of NWs.
Finally, we compare the set of profiles fIðqz; tiÞg resulting
from different parameters of the Markov chain to the
experimentally measured intensity distribution. The solid
lines in Fig. 2 correspond to our best fit in the framework of
the time-dependent Markov model.
We now discuss this model in more detail. First, we

relate the stacking sequence to the wurtzite and zinc blende
phase: The vertical stacking of each wire is constituted by a
sequence of layers of either type A, B or C. The zinc blende
phase is composed of three adjacent layers of different
types (e.g., ABC). In particular, the type of the first and last
layer is different. The wurtzite phase is defined by three
adjacent layers where the first and last layer are of the same
type (e.g., ABA). Direct repetitions of the same type in the
sequence (e.g., ABBC) are not allowed.
In our simulations, we initialize the first three layers of

each wire in wurtzite stacking with probability pð0Þ
WZ and,

consequently, zinc blende with probability 1 − pð0Þ
WZ. After

this, we append a new layer n to the wire’s stacking
sequence according to a Markov chain: First, the current
phase P is determined by a comparison of layer n − 1 and
n − 3. Layer n continues the sequence of the current phase
P with probability pP→PðnÞ and switches to the stacking
of the complementary phase P̄with probability pP→P̄ðnÞ ¼
1 − pP→PðnÞ. This Markov chain is repeated until n reaches
the total number of layers nl corresponding to a particular
growth time (nl ≈ 6700 after tmax ¼ 60 min, equivalent to
2.1 μm in height). For growth times tmax < 60 min, we
assume a linear relation between the NW height nl and the
growth time t.
The parameters pP→P̄ðnÞ in the stacking model deter-

mine the phase distribution of the grown wires. In the case
of probabilities pP→P̄ independent of the layer n the phase
fractions for long wires (stationary limit for nl → ∞, [49])

are pðSÞ
P ¼ pP̄→P=ðpP̄→P þ pP→P̄Þ, and the thicknesses of

the phase segments are exponentially distributed with mean
LP ¼ pP→P=pP→P̄. Such exponential behavior has, for
example, been observed with high resolution transmission
electron microscopy (HRTEM) by Johansson et al. [32,34]
for values in the order of LP ≈ 3–9 layers.

However, the longer the mean phase segment, the large
fluctuations of the thickness of each individual phase
segment make the detection of the mean value LP—
and in particular a possible change along the wire—more
and more difficult by means of HRTEM. On the contrary,
the high statistical significance of x-ray ensemble mea-
surements will facilitate the detection of a gradient in LP in
the growth direction of the NWs in a range that is currently
not accessible by other methods and despite the huge
fluctuations of the length of the phase segments.
Consequently, we now discuss the relation between the

stacking sequences of the nanowires and the qz profiles
close to the (111) GaAs reflection. Then, we illustrate the

influence of the phase fractions pðSÞ
P and purities LP on such

profiles for probabilities pP→P̄ independent of the layer n

(b)

(a)

FIG. 3 (color online). Intensity profiles near the (111) GaAs
Bragg peak for ensembles of NWs with stacking sequences
obtained by a Markov chain with layer independent transition
probabilities pP→P̄. The area below all profiles is equal. For some
parameters (indicated by the color of the box enclosing the NW
realizations), we added two examples for the phase distributions
generated according to the Markov model. In (a), the parameters
pWZ→ZB and pZB→WZ are equal, whereas (b) illustrates the result
for pWZ→ZB ≠ pZB→WZ.
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(see Fig. 3). Finally, we introduce layer dependent tran-
sition probabilities pP→P̄ðnÞ in order to understand the
time-dependent experimental x-ray data.
A single NW contributes to the scattered intensity IðqzÞ

near the symmetric (111) Bragg reflection as the absolute
square of the single wire scattering factor

F ðqz;q⊥Þ ∝
Xnl
n¼1

Ωnðq⊥Þ
X
α∈

fGa;Asg

fðαÞQB
e−iqzðznþzαnÞ; ð1Þ

where fðαÞQB
is the atomic form factor of Ga and As atoms

approximated by the value at the (111) Bragg peak QB. zn
refers to the beginning of layer n and zαn is the distance of
the As sublayer to the Ga sublayer within the same layer n.
Ωnðq⊥Þ is the two-dimensional Fourier transform of the
cross section of layer n. For our NWs we observe no
pronounced tapering and, therefore, simplify Ωnðq⊥Þ ¼
Ωðq⊥Þ. However, geometrical information on tapering of
NWs (e.g., from postgrowth SEM) can be incorporated
easily through Ωnðq⊥Þ. The dependence of q⊥ is irrelevant
for the subsequent discussions, as demonstrated in
Ref. [49].
For the determination of zn and zαn, we attribute the

thickness of layer n according to the native value of
the local phase (determined from layer n − 1 and nþ 1
in the stacking sequence of this wire). For the ratio of the
vertical lattice constants of the wurtzite and zinc blende
polytypes, we employ dWZ=dZB ¼ 1.007 [40], where dP ¼
zn − zn−1. Finally, the contributions from 2500 different
wires are summed up incoherently in our simulated data.
In Fig. 3 we depict simulated qz intensity profiles close

to the (111) GaAs Bragg reflection for layer independent
transition probabilities pP→P̄. These examples provide an
overview of how the characteristic features of the x-ray
profile change with either the phase fraction or with the
phase purity at constant phase fraction and, thereby,
facilitate a qualitative understanding of the experimental
profiles in Fig. 2.
Although the fraction of wurtzite and zinc blende are

equal to 50% in all curves of Fig. 3(a), the x-ray signal
strongly differs in shape depending on the wires’ phase
purity: Starting from NWs with high phase purity (low
transition probability), the diffraction signal shows sharp
maxima at either the wurtzite or zinc blende position
(dashed lines), respectively. For increasing transition prob-
ability, peak broadening is observed (pP→P̄ ≈ 0.55%)
which results in a pronounced plateau at pP→P̄ ¼ 1.29%.
For even higher transition probabilities (pP→P̄ ∈
f2.60%; 5.00%g), only a single peak centered at the mean
qz value of the pure wurtzite peak and the pure zinc blende
peak remains. In Fig. 3(b), we consider an ensemble of

wires with pðSÞ
P ≠ 0.5 which implies pWZ→ZB ≠ pZB→WZ.

On the one hand, the three cases with pWZ→ZB ¼ 1.29%

illustrate the change in the x-ray signal as a function of the

phase fraction pðSÞ
P , where pðSÞ

P increases from pðSÞ
P ¼ 0.32

(pZB→WZ ¼ 0.61%) over pðSÞ
P ¼ 0.4 (pZB→WZ ¼ 0.86%) to

pðSÞ
P ¼ 0.46 (pZB→WZ ¼ 1.10%). On the other hand, the

wurtzite fraction of the three cases pZB→WZ ∈
f0.67%; 0.86%; 1.18%g is equal (pðSÞ

WZ ¼ 0.4). As well as

for pðSÞ
P ¼ 0.5 in Fig. 3(a), the x-ray profile changes

significantly as a function of the phase purities LP for

pðSÞ
P ≠ 0.5. Thus, the qz intensity profile near the (111)

Bragg reflection is highly sensitive to the transition
probabilities and, thereby, reveals the average segment
thickness of each polytype in the NW ensemble.
If no time-resolved experimental data are available, i.e.,

if only a single experimental profile Iðqz; tiÞ after a
particular time ti in Fig. 2 is considered, it can be explained
by static transition probabilities pP→P̄ as its features are
very similar to the profiles depicted in Fig. 3(b) (e.g.,
pZB→WZ ¼ 1.10% for t1 ¼ 25 min and pZB→WZ ¼ 0.86%
for t5 ¼ 53 min). However, the change in the experimental
profile with increasing growth time ti is incompatible with
static transition probabilities pP→P̄. We attribute these
changes to a nonvanishing gradient of the structural
properties of the grown NWs with increasing height.
Thus, we consider layer dependent transition

probabilities

pP→P̄ðnÞ ¼ uP→P̄ þ vP→P̄ · n ð2Þ

FIG. 4 (color online). Extracted transition probabilities
pP→P̄ðnÞ according to Eq. (2), mean segment lengths LPðnÞ ≈
pP→P=pP→P̄ of newly grown segments (phase purity), and
differences of the nucleation barriers δEP̄jPðnÞ as given in
Eq. (3) as a function of the layer n (or the growth time t).
The triangular symbols represent the best fit of the simulated data
to Iðqz; tiÞ in the gray region in Fig. 2. The values depicted by
cross, circle, and star symbols are the median at each layer n of
the best NF ¼ 60 fits. The errors are estimated by the 25% and
75% quantiles thereof and marked as color shaded background.
The negative (positive) slope in the case of pZB→WZ (pWZ→ZB)
implies an increasing (decreasing) phase purity for zinc blende
(wurtzite) with advancing time.
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and generated a data base of intensity profiles Iðqz; tiÞ for
N ¼ 6000 sets of random parameters uP→P̄ and vP→P̄ [49].
From the comparison to the experimental data, we obtain

estimates for the layer dependent transition probabilities
pP→P̄ðnÞ which are depicted in Fig. 4: Whereas newly
grown zinc blende and wurtzite segments are approxi-
mately equally thick (with LP ≈ 80) at early growth times
t ≈ 20 min, the average segment thickness of zinc blende
LZB ≈ 200 becomes about 3.5 times larger than the one of
wurtzite after tmax ¼ 60 min.
Finally, we exploit the probabilities pP→P̄ðnÞ for making

conclusions on the differences of the nucleation barriers
[33,34,49]

δEP̄jPðnÞ ¼ kBTsub ln

�
1 − pP→P̄ðnÞ
pP→P̄ðnÞ

�
; ð3Þ

which are also depicted in Fig. 4 for our particular growth
conditions. We obtain values [49] in the range from
315 meV (after t ≈ 25 min) to 300 meV (after tmax ¼
60 min) for δEZBjWZðnÞ. For δEWZjZBðnÞ, we extracted
350 meV (after t ≈ 25 min) to approximately 400 meV
(after tmax ¼ 60 min).
In contrast to experiments with varying growth con-

ditions [43], we observe a trend towards higher phase purity
of zinc blende despite constant growth parameters [49].
This behavior can be attributed to the dynamics of the
droplet at the NW tip, in particular its shape and its
composition. First, the supersaturation of As in the liquid
droplet might increase during growth, which would lead to
a higher probability for the nucleation of zinc blende [51].
Second, the volume of the liquid droplet, which is mainly
constituted by Ga, might decrease [36]. This could result
from a reduction in the Ga flux towards the droplet via the
NW side walls as the NW grows longer [52–54]. Since
there is no evidence for an onset of pronounced tapering
[55] (which would indicate a reduction of the diameter of
the droplet), the reduced volume likely induces a decrease
of the wetting angle of the droplet rather than a reduction of
its diameter [36].
In conclusion, we demonstrated that the temporal evo-

lution of the intensity Iðqz; tÞ obtained by in situ x-ray
diffraction provides quantitative access to the nucleation
barrier differences which determine the phase distribution
of the grown NWs. Based on a layer-dependent Markov
chain in order to model polytypism, height dependent
estimates for the phase purity for the ensemble of NWs
have been extracted. For our particular growth conditions, a
gradient of the phase purity towards larger zinc blende
segments has been observed with advancing growth time.
From the transition probabilities pP→P̄ðnÞ in the Markov
model we inferred layer-dependent differences of the
nucleation barriers δEP̄jPðnÞ. For our example of self-
catalyzed GaAs NWs, the values of δEP̄jPðnÞ evolved in the
range from 300 to 400 meV. We emphasize that the

determined values rely neither on a particular geometrical
model for the nucleus, nor on the exact mechanisms of
nucleation or the catalyst dynamics.
Providing such access to the nucleation energy barriers,

our approach opens a way for systematic studies of the
evolution of polytypism during the growth of NWs. Thus,
we are confident that the approach will gain great impor-
tance for further understanding and developing of theo-
retical and practical aspects of NW growth.
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