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We study the spin-orbit coupling induced by the splitting between TE and TMoptical modes in a photonic
honeycomb lattice. Using a tight-binding approach, we calculate analytically the band structure. Close to the
Dirac point, we derive an effective Hamiltonian. We find that the local reduced symmetry (D3h) transforms
the TE-TMeffectivemagnetic field into an emergent field with aDresselhaus symmetry. As a result, particles
become massive, but no gap opens. The emergent field symmetry is revealed by the optical spin Hall effect.
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Spin-orbit coupling (SOC) in crystals allows us to create
and control spin currents without applying external mag-
netic fields. These phenomena were described in the 1970s
[1] and are nowadays called the spin Hall effect (SHE)
[2,3]. In 2005, the interplay between the SOC and the
specific crystal symmetry of graphene [4] was proposed [5]
to be at the origin of a new type of spin Hall effect, the
quantum spin Hall effect, in which the spin currents are
supported by surface states and are topologically protected
[6,7]. This result has special importance, since it defines a
new class of Z2-topogical insulator [8], not associated with
the quantization of the total conductance, but associated
with the quantization of the spin conductance. However,
from an experimental point of view, the realization of any
kind of SHE is difficult, because SOC does not only lead to
the creation of spin current, but also to spin decoherence
[9]. In graphene, the situation is even worse, since the SOC
is extremely weak. Deposition of adatoms has been
proposed to increase the SOC [10], and it allowed the
recent observation of the SHE [11], but associated with a
very short spin relaxation length, of the order of 1 μm.
On the other hand, artificial honeycomb lattices for both

bosonic [12], fermionic atoms [13], and photons [14–18]
have been realized. These systems are gaining a lot of
attention due to the large possible control over the system
parameters, up to complete Hamiltonian engineering
[19,20]. In atomic systems, the recent implementation of
synthetic magnetic fields [21] and non-Abelian, Rashba-
Dresselhauss gauge fields [22] appears promising in view
of the achievement of topological insulator analogs. Recent
experimental advances in atomic physics include the use of
the Aharanov-Bohm effect to measure topology [23] and
the implementation of the Haldane model [24]. Photonic
systems, and specifically photonic honeycomb lattices, are
quite promising as well. They are based on coupled wave
guide arrays [25], photonic crystals with honeycomb
symmetry [26], and etched planar cavities [18], and other
structures with periodic potentials for photons [27,28]. A
photonic Floquet topological insulator has been recently

reported [29], and some others based on the magnetic
response of metamaterials [30], polaritons [31–33], and
indirect excitons [33] are predicted. In photonic systems,
SOC naturally appears from the energy splitting between
the TE and TM optical modes [34] and from structural
anisotropies [35]. Both effects can be described in terms of
effective magnetic fields acting on the photon (pseudo)spin
[36]. In planar cavity systems, the TE-TM effective field
breaks the rotational symmetry but preserves both time
reversal and spatial inversion symmetries. It is character-
ized by a k2 scaling and a double azimuthal dependence.
This SOC is at the origin of the optical spin Hall effect
(OSHE) [37,38] and the acceleration of effective magnetic
monopoles [39–41]. As was recently shown [42], the
specific TE-TM symmetry can be locally transformed into
a non-Abelian gauge field in a structure with a reduced
spatial symmetry. In etched planar cavities, the TE-TM
splitting is still present, but it is reinforced by strain and
other structural effects that enhance splittings [35,43–45]
which can reach hundreds of μeV.
In this work, we calculate the band structure of photonic

graphene in the presence of the intrinsic SOC induced by the
TE-TM splitting. We derive an effective Hamiltonian that
allows us to extract an effective magnetic field acting on the
photon pseudospin only. We find that the low symmetry
(D3h) induced by the honeycomb lattice close to the Dirac
points transforms the TE-TM field in an emergent field with
a Dresselhaus symmetry. Particles become massive, but no
gap opens. The dispersion topology shows large similarities
with the one of bilayer graphene [46] and of monolayer
graphenewith Rashba SOC [47], featuring trigonal warping
[48]. The symmetry of these states is revealed by the OSHE,
which we describe by simulating resonant optical excitation
of the Γ, K, and K0 points. The OSHE at the Γ point shows
four spin domains associated with the TE-TM symmetry.
The OSHE atK andK0 shows two domains characteristic of
theDresshlauss symmetry. The spin domains at theK andK0
points are inverted, which is a signature of the restored D6h
symmetry when the two valleys are included.
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In what follows, in order to be specific, we consider a
honeycomb lattice based on a patterned planar microcavity
similar to the one recently fabricated and studied [18]. This
does not reduce the generality of our description, which can
apply to other physical realizations of honeycomb lattices, in
optical and nonoptical systems. In Ref. [18], quantum wells
were embedded in the cavity which provided the strong
coupling regime and the formation of cavity exciton polar-
itons. Here, we will consider the linear regime, a parabolic
in-plane dispersion, and no applied magnetic field. In such a
case, photons and exciton polaritons behave in a similar
way, and our formalism applies to both types of particles.
Tight-binding model.—First, we describe the SOC in a

photonic graphene structure [Fig. 1(a)] within the tight-
binding approximation. We take a basis of σ� polarized
photon states localized on each pillar of the lattice as a
zeroth approximation for the tight-binding model and
introduce the hopping of photons from a pillar to one of
its nearest neighbors as a perturbation.
To illustrate the polarization dependence of the hopping

probability, let us consider two neighboring pillars A and B,
shown in Fig. 1(b). The photon hopping between them may
be described as propagation through a “waveguidelike”
link. TE-TM energy splitting imposes a slight difference δJ
in tunneling matrix elements for states linearly polarized
longitudinally (L) and transversely (T) to vector dφ linking
the pillars [49], as it was recently shown for the eigenstates
in a photonic benzene molecule [45]. In that framework,
the matrix elements read: hA;LjV̂jB;Li≡ −J − δJ=2,
hA; TjV̂jB; Ti≡ −J þ δJ=2. While a photon is in a link,
the TE-TM field does not rotate its eigenstate polarizations
L and T, implying no cross-polarization matrix elements:

hA; LjV̂jB; Ti ¼ hA; TjV̂jB; Li ¼ 0:

In σ� basis, the probability of spin flip during hopping is
linear in δJ and its phase gain depends on the angle φ
between the link and the horizontal axis:

hA;�jV̂jB;�i ¼ −J; hA;þjV̂jB;−i ¼ −δJe−2iφ:

This phase factor reflects the fact that when a link is rotated
by 90 deg, the L and T polarization basis is inverted: if L
was horizontal, it becomes vertical and vice versa.
A photon state may be described in the bispinor form

Φ ¼ ðΨþ
A ;Ψ

−
A;Ψ

þ
B ;Ψ

−
BÞT , with Ψ�

AðBÞ being the wave func-

tion on both sublattices in both spin components. The
effective Hamiltonian acting on a plane wave bispinor Φk
then has a block matrix form:

Hk ¼
�

0 Fk
F†k 0

�
; Fk ¼ −

�
fkJ fþkδJ

f−kδJ fkJ

�
; ð1Þ

where complex coefficients fk, f�k are defined by

fk¼
X3
j¼1

expð−ikdφj
Þ; f�k ¼

X3
j¼1

expð−i½kdφj
∓2φj�Þ;

and φj ¼ 2πðj − 1Þ=3 is the angle between the horizontal
axis and the direction to the jth nearest neighbor of a type-A
pillar. Its diagonalization results in a biquadratic equation
on the photon dispersion, having two pairs of solutions
�E�

k , given by

2ðE�
k Þ2¼2jfkj2J2þðjfþk j2þjf−kj2ÞδJ2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðjfþk j2− jf−kj2Þ2δJ4þ4jfkfþ�

k þf�kf
−
kj2J2δJ2

q
:

ð2Þ

The graphenelike energy dispersion is plotted along the
principal direction in Fig. 2(a) for δJ=J ¼ 0.1. The trigonal
warping effect, which consists of the emergence of three
additional Dirac cones in the vicinity of each of the K and
K0 points, is shown in Fig. 2(b). It occurs as well in bilayer
graphene [46] and in monolayer graphene with Rashba
SOC [47]. If δJ ≪ J, the distance δK between a Dirac point
and additional pockets is approximately given by
ðδJ=JÞ2a−1. When δJ ¼ J=2, a transition of the dispersion
topology occurs: the additional Dirac points originating
from K and K0 meet at the M point and annihilate.
The effective Hamiltonian may be formulated in terms of

pseudospin operators σ and s, having the same matrix
form of Pauli vector and corresponding to sublattice (A=B)
and polarization degrees of freedom. It may further be
separated into a polarization-independent part Hð0Þ

k , cou-
pling σ with momentum and giving a standard graphene
dispersion with two Dirac valleys K and K0, and a
spin-orbit term HSO

k , coupling s with σ and momentum:

Hð0Þ
k ¼ −Jσþfk þ H:c:; ð3Þ

HSO
k ¼ −δJσþ ⊗ ðfþk sþ þ f−ks−Þ þ H:c:; ð4Þ

where σ�¼ðσx�iσyÞ=2, s�¼ðsx�isyÞ=2, and the ⊗ sym-
bol denotes the Kronecker product. Expanding expressions
(3) and (4) and keeping the first order in q ¼ k −K, we

A

A

A

A

A

B (a)

B

B

B

B

A B

(b)

FIG. 1. A schematic sketch of the tight-binding model. (a) Pho-
ton tunneling between microcavity pillars is described as photon
propagation through “waveguidelike” links. (b) Polarization
dependence of tunneling probability due to TE-TM energy
splitting: L state which is polarized longitudinally to the “wave-
guide” link is closer in energy to the degenerate pillar-pinned
states than the transversely polarized state T, resulting in higher
L-photon tunneling probability through the link.
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further isolate the momentum-independent and -dependent
parts HSO

K and HSO
q to finally rewrite all terms in the low-

energy approximation:

Hð0Þ
q ¼ ℏvFðτzqxσx þ qyσyÞ; ð5Þ
HSO

K ¼ Δðτzσysy − σxsxÞ; ð6Þ

HSO
q ¼Δa

2
½sxðτzqyσy−qxσxÞ−syðτzqxσyþqyσxÞ�; ð7Þ

wherevF ¼ 3Ja=ð2ℏÞ,Δ ¼ 3δJ=2, and τz equalsþ1 and−1
forK andK0 valleys, respectively. Herewe use the same basis
as the one of Kane and Mele [5] in order to allow
a direct comparison with their Hamiltonian. This basis
is different from the original basis of Wallace [50], which
is used in Eq. (1). The passage from Wallace to Kane is
obtained by writing qx → qy, qy → −qx).
The term (6), similar to the Rashba term introduced by

Kane andMele [5,8], is dominant in the region of reciprocal
space where qa ≪ δJ=J and is responsible for the band
splitting at K and K0. The interplay between Eqs. (5) and
(6) produces an effective photon mass m� ¼ �ð2ℏ2δJÞ=
ð3a2J2Þ in this region.
Provided δJ ≪ J, term (6) still dominates term (7) in the

region δJ=J ≪ qa ≪ 1, but plays a role of perturbation
over the polarization-independent graphenelike term (5),
splitting its linearly polarized eigenstates in energy. It
therefore may be interpreted as an interaction with an

emergent in-plane effective magnetic field in this region.
Considering either positive (c ¼ þ1) or negative (c ¼ −1)
energy states, the spin-orbit term (6) describes the inter-
action of a polariton with a symmetry-allowed Dresselhaus-
like emergent field:

HSO
c ¼ −Δcτzðqxsx − qysyÞ=q: ð8Þ

The effective field described by the spin-orbit term (8)
splits the degenerate massless Dirac cones by 3δJ, and their
linear polarization only depends on the direction ofq and not
on its absolute value. The pseudospin pattern (defining the
linear polarization of light, and not associated with the
sublattices degree of freedom) of the lowest energy eigen-
state reflects the effective field acting on the particles,
because the pseudospin aligns with this field. This pattern
is plotted with white arrows over the Brillouin zone in
Fig. 2(c). Figure 2(d) shows a zoomon theK point where the
emergent Dressehlaus-like field is clearly identified. The
color in Figs. 2(c) and 2(d) represents the linear polarization
degree in the x-y basis, or the pseudospin projection on the x
axis. Figure 2(c) also clearly shows that the effective fields
have an opposite sign close to the K and K0 points,
respectively. The first two terms (5) and (6) produce two
touching parabolic dispersion branches atK andK0, and the
third term (7) of the expansion is needed to obtain the
trigonal warping effect in the low-energy approximation.
From the dispersion calculations, we can conclude that

the particular type of SOC considered here does not open a
gap but leads to the appearance of massive particles. At the
K;K0 points, the in-plane linear polarization degree van-
ishes. At the K point, the states fully project onΨ−

A andΨþ
B ,

respectively, whereas at theK0 point they project onΨþ
A and

Ψ−
B, respectively. The induced dissymmetry between K and

K0 could be revealed by the Faraday effect [51] or Zeeman
splitting [31,32], leading to the formation of quantum Hall
state analogs. Another consequence is the strong modifi-
cation of the Klein tunneling effect. As shown in Ref. [52],
Klein tunneling is suppressed in the presence of Rashba
SOC, since the dispersion is no longer linear at the K point.
The best evidence of the presence of a SOC inducing an

effective magnetic field of a specific symmetry is the
optical spin Hall effect: rotation of the particle spin around
the effective wave-vector-dependent field during their
propagation. The resonant excitation around the Γ point
with linearly polarixed light should lead to a radial
expansion of the wave packet accompanied by a precession
of the photon pseudospin. The double azimuthal depend-
ence of the effective field orientation should lead, as in the
planar case, to the formation of four spin domains [37,53].
Close to theK andK0 points, the Dressehlaus effective field
orientation follows the azimuthal angle and only two spin
domains should form [42,54].
Numerical simulation.—In the following, in order to

check the validity of the tight-binding approximation, and
the observability of the OSHE, in realistic structures and
experiments, namely, including the broadening induced by

K

M K

(a)

(c) (d)

(b)

FIG. 2 (color online). The eigenenergies and eigenstate polar-
izations of the polariton graphene Hamiltonian. (a) Photon energy
dispersion branches along principal directions. The inset demon-
strates a zoomed K valley—the dispersion is gapless. Horizontal
and vertical double arrows represent the linear polarization of
eigenstates along x and y axes, respectively. (b) A sketch of the
trigonal warping effect: E−

k pair of dispersion branches has four
Dirac points in thevicinity of each zone corner. (c), (d) In-plane light
polarization map shown by the colors and the corresponding
pseudospin texture (shown by the arrows) of the lowest energy state.
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the finite lifetime, we study numerically the propagation of
polarized light in the photonic graphene structure. We
consider a structure etched out of a planar microcavity,
where the graphene atoms are represented by overlapping
pillars [Fig. 3(a)]. The equation of motion for the photonic
spinor wave function reads

iℏ
∂ψ�
∂t ¼ −

ℏ2

2m
Δψ� þUψ� −

iℏ
2τ

ψ� þ β

� ∂
∂x∓ i

∂
∂y

�
2

ψ∓

þP0e−ðt−t0Þ
2=τ2

0e−ðr−r0Þ2=σ2eiðkr−ωtÞ; ð9Þ

where ψþðrÞ;ψ−ðrÞ are the two circular components of the
photon wave function, m is the cavity photon mass, τ ¼
25 ps is the lifetime. This equation is similar to the one
describing the photon motion in a planar cavity in the
presence of TE-TM splitting [36], described by the param-
eter β ¼ ℏ2ðm−1

l −m−1
t Þ=4m, where ml;t are the effective

masses of TM and TE polarized particles, respectively, and
m ¼ 2ðmt −mlÞ=mtml. We have taken mt ¼ 5 × 10−5m0,
ml ¼ 0.95mt, where m0 is the free electron mass. The only
difference lies in the introduction of the honeycomb lattice
potentialUðrÞ shown inFig. 3(a) (24 × 24 elementary cells).
P0 is the amplitude of the pulsed pumping (identical for both
components, corresponding to horizontal polarization), the
pulse duration is τ0 ¼ 1 ps, the size of the spot σ ¼ 15 μm.
Pumping is localized in real space and in reciprocal space
close to the selected point (Γ,K, orK0). We have performed
numerical simulation of the optical spin Hall effect in
photonic graphene using a high-resolution (512 × 512)
representation of a potential, similar to the one already
studied in experiments [18]. The nVidia CUDA graphical

processor was used to carry out the integration of the 2D
spinor Schrödinger equation.
Figures 3(b)–3(d) show snapshots taken at t ¼ 30 ps of

the circular polarization degree as a function of coordinates.
Figure 3(b) shows the polarization degree for the excitation
in the Γ point, where the field has the typical TE-TM
texture, evidenced by the four polarization domains
[37,38,53]. Figures 3(c) and 3(d) demonstrate the optical
spin Hall effect for the K and K0 points, respectively, where
the field has the texture of the Dresselhaus SOC. This is
evidenced by two polarization domains in real space
[42,54] being inverted between theK andK0 points because
the fields around K and K0 are respectively opposite. The
OSHE texture is a demonstration of the different nature of
the effective SOC field at the two Dirac points K and K0.
From this numerical experiment, we clearly see the
advantage of photonic systems in comparison to solid-state
systems, which allow us to excite and analyze any point of
the dispersion with much more facility. Another very
interesting consequence of our work relies on the possibil-
ities offered (i) by the manipulation of the lattice geometry
and (ii) by the hybrid exciton-photon nature of the polar-
itons. The same system geometry has been used to create a
photonic topological insulator [25]. Combined with SOC, it
paves the way for very broad applications. For example, the
mixed nature of exciton polaritons provides a magnetic
response of the system at optical frequencies, which is of
interest to realize a photonic topological insulator
[31,32,51,55]. Moreover, polariton-polariton interactions,
resulting in strong nonlinear optical response, allow the
exploration of quantum light with spin-anisotropic inter-
actions [36,56]. Nonlinear OSHE associated with the
transmutation of topological defects and focusing of spin
currents has already been described in planar structures
[53]. The behavior of soliton states in photonic topological
insulators was recently considered [57]. Polaritonic gra-
phene [18] therefore opens very large possibilities for the
studies of interacting spinor quantum fluids, in the presence
of different types of real and effective magnetic fields,
which suggests accessibility to various quantum phases.
To conclude, we have studied the spin-orbit coupling

induced by the TE-TM splitting in a microcavity etched in
the shape of a graphene lattice. Within the tight-binding
approximation, we calculated the eigenstates of the system,
derived an effective Hamiltonian, and found the effective
field acting on the photon spin. The symmetry of the field is
lowered close to the Dirac points where it takes the form of a
Dressehlauss field. The experimental observability ofOSHE
induced by this SOC is verified by numerical simulations.
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Carusotto, and J. Bloch. This work has been supported by
the EU ITN INDEX (Grant No. 289968), ANR Labex
GANEX (Grant No. ANR-11-LABX-0014), ANR
Quandyde (Grant No. ANR-11-BS10-001), and EU
IRSES POLAPHEN (Grant No. 246912).
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FIG. 3 (color online). Optical spin Hall effect in photonic
graphene. Circular polarization degree as a function of coordinates:
(a) the potential used in the simulations; (b) excitation at Γ point
(TE-TM field); (c) excitation at K point (Dresselhaus effective
field); (d) excitation at K0 point (field inverted with respect to K0).
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