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We investigate tunneling between two spinful Tomonaga-Luttinger liquids (TLLs) realized, e.g., as two
crossed nanowires or quantum Hall edge states. When injecting into each TLL one electron of opposite
spin, the dc current measured after the crossing differs for singlet, triplet, or product states. This is a striking
new non-Fermi liquid feature because the (mean) current in a noninteracting beam splitter is insensitive to
spin entanglement. It can be understood in terms of collective excitations subject to spin-charge separation.
This behavior may offer an easier alternative to traditional entanglement detection schemes based on
current noise, which we show to be suppressed by the interactions.
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Entanglement is a necessary prerequisite for universal
quantum computation and certain quantum communication
protocols like quantum teleportation or dense coding [1]. The
creation of nonlocal pairwise entangled particles has been
successfully demonstrated with photons [2–4] by violating a
Bell inequality [5,6]. The same has not yet been demon-
strated in transport experiments in a solid state device. In
particular, spin-entangled electrons are important candidates,
because the electron spin in quantum dots could be used as a
qubit [7], with proven promising spin-coherence times [8].
From the theoretical side, Cooper-pair splitters (CPSs)
[9–16] were proposed as a potential source of mobile and
nonlocal spin-entangled pairs, using the process of crossed
Andreev reflection [17,18]. Experimentally, such CPSs have
been built successfully [19–21] with high efficiency [22].
However, the spin entanglement of these correlated pairs has
not been demonstrated so far. Several detection schemes
for entangled states were proposed based on a violation of a
Bell inequality using cross-correlation (noise)measurements
[23–29], current measurements in a CPS with spin-filter
properties [30], or exploiting beam splitters [31–39] where a
bunching or an antibunching behavior in the two-electron
scattering process depends on the orbital wave function of
the entangled pairs, distinguishing singlets from triplets or
product states. The latter is an effect of statistics and holds
already for noninteracting electrons. The average current
does not carry a signature of entanglement in Fermi-liquid
systems [31].
In this Letter we show that the situation is radically diff-

erent in the case of a beam splitter made of one-dimensional
interacting nanowires [40,41], or, almost equivalently,
integer quantum Hall (QH) edge states [42–46]. In these

systems, which can conveniently be described as Tomonaga-
Luttinger liquids (TLLs) [47,48], the average current is
sensitive to spin entanglement due to the property of spin-
charge separation. This is a desirable feature because the
current is generally much easier to measure than noise or
higher-order correlation functions. An interpretation of the
current noise in terms of (anti-)bunching [31] still applies,
although Coulomb repulsion reduces the signal. The TLL
system allows for an entangler [11,12,16] and detector
scheme without the need of magnetic elements (spin filters)
nor noise-correlation measurements. Experimentally, trans-
port through crossed one-dimensional conductors has alre-
ady been demonstrated, including TLL effects [49–52].
We focus on the slightly more general case of nanowires
and give details about a QH implementation in the
Supplemental Material [53].
Model.—We consider two long nanowires (wire 1 and

wire 2), which are connected through a weak tunnel
junction at x ¼ 0 (Fig. 1). To the left of the junction, at
x1; x2 < 0, electrons are injected pairwise from an entan-
gler, biased with a voltage V. The temperature is assumed
smaller than the bias voltage and can be set to zero for
convenience. The rate of injection is sufficiently low that
there are no correlations between subsequent electron pairs.
In the TLL left- and right-moving electron modes are

expressed as bosonic fluctuations described by the
Hamiltonian [54–56]

H0 ¼
X
jα

Z
dx

ℏvα
2

�
gα

�∂ϕjα
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þ 1

gα
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with ϕ and θ dual phase fields obeying ½θjαðx; tÞ;
ϕj0α0 ðx0; tÞ� ¼ ði=2Þδjj0δαα0sgnðx − x0Þ. In this notation,
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∂xϕjα is proportional to the charge current (α ¼ ρ) or
the spin current (α ¼ σ) in wire j ∈ f1; 2g and ∂xθjα to
the corresponding density. Assuming SU(2) spin invari-
ance, the interaction parameter in the spin sector is gσ ¼ 1,
and in the charge sector, gρ ≡ g < 1. With vF the Fermi
velocity, vρ ¼ vF=gρ and vσ ¼ vF are the velocities of
spin and charge excitations. The physical electron field
with spin s ∈ f↑;↓g is ψ js ¼ ψ jRs þ ψ jLs with the right
(R)- and left(L)-moving contribution ψ jR=Lsðx; tÞ ¼
ð2πaÞ−1=2FjR=Ls exp½�ikFxþ 2πiΦjR=Lsðx; tÞ� and Φ a lin-
ear combination of ϕ and θ [53,55,56]. The Klein factors F
are unitary, anticommuting operators ensuring fermionic
commutation relations [55]. The cutoff parameter of the
wires, a, corresponds to their inverse bandwidth.
The tunnel junction at x ¼ 0 is described by the

Hamiltonian

HT ¼ T
X

ν;ν0∈fR;Lg
s∈f↑;↓g

(ψ†
1ν0sð0Þψ2νsð0Þ þ ψ†

2ν0sð0Þψ1νsð0Þ): ð2Þ

Initial state approach.—First, we include the entangled
electron pair as a suitably chosen initial state at time t0 with
one electron in each wire at x1 and x2, respectively, on top
of the many-particle ground state ji

jφi ¼ πaffiffiffi
2

p (ψ†
2↓ðx2Þψ†

1↑ðx1Þ þ eiφψ†
2↑ðx2Þψ†

1↓ðx1Þ)ji

≔ 2−1=2
X
ν1;ν2

ðjν1↑; ν2↓i þ eiφjν1↓; ν2↑iÞ: ð3Þ

The relative phase φ is the rotation angle between the pure
triplet state (φ ¼ 0) and the pure singlet state (φ ¼ π).
We choose jx1;2j ≫ a to avoid initial overlap between the
injected electrons and the tunnel contact. Later, we will

show that the results of this model carry over to the case
of an applied bias voltage V by essentially replacing the
wave-packet width a of the state jφi by ℏvF=eV, where e is
the electron charge.
Every expectation value of an operator O with respect

to these states can be written as hφjOjφi ¼
Odir þ cosðφÞOexc, where the direct term Odir¼P

ν1ν2
hν1↑;ν2↓jOjν1↑;ν2↓i is theproduct state contribution,

and the exchange termOexc ¼ P
ν1ν2

hν1↑; ν2↓jOjν1↓; ν2↑i
is a distinctive indicator of entanglement [31]. Varying φ is
a powerful way to identify the exchange contribution in a
measurement, which will be discussed later on.
Within this approach, the current expectation value in

wire 1 after the injection is given by

I1 ¼ eΓ2e

Z
∞

t0

dthφjI1ðx; tÞjφi; ð4Þ

with x≫ a, Γ2e ≪ vFa−1 the rate of injection, and the
bosonized current operator [56] Ijðx;tÞ¼−

ffiffiffiffiffiffiffiffi
2=π

p ∂tθjðx;tÞ.
Similarly, the zero-frequency cross-correlations between
the two wires are

S12 ¼
e2Γ2e

2

Z
∞

t0

dtdt0hφjfδI1ðx; tÞ; δI2ð~x; t0Þgjφi; ð5Þ

where δIj ¼ Ij − hφjIjjφi.
Treating HT as a perturbation [57], the expressions

Eqs. (4) and (5) can be evaluated with a standard
Keldysh nonequilibrium generating functional approach
[58–60]. Besides the zeroth-order contributions (no tunnel

processes) Ið0Þ1 ¼ −eðΓ2e=2Þ and Sð0Þ12 ¼ 0 they yield sec-
ond order in T direct and exchange corrections. The former
contain effects due to interactions and spin-charge separa-
tion, which are further discussed in the Supplemental
Material [53], but they are not sensitive to entanglement.
The latter are

Ið2Þexc1 ¼ eΓ2e
1þ g
2

× ½hR↑; R↓jUð1Þ↑†
1R→2RU

ð1Þ↓
1R→2RjR↓; R↑i

− hR↑; R↓jUð1Þ↓†
2R→1RU

ð1Þ↑
2R→1RjR↓; R↑i�; ð6Þ

Sð2Þexc12 ¼ −e2Γ2e

�
1þ g
2

�
2

× Re½hR↑; R↓jUð1Þ↑†
1R→2RU

ð1Þ↓
1R→2RjR↓; R↑i

þ hR↑; R↓jUð1Þ↓†
2R→1RU

ð1Þ↑
2R→1RjR↓; R↑i�: ð7Þ

Here, Uð1Þs
jR→kR ¼ −iℏ−1

R
∞
t0
dt0HTðt0ÞjsjR→kR is the first-

order contribution of the time evolution operator which
connects the initial state to a final state in the distant future,
including only the parts of the tunnel Hamiltonian HT

FIG. 1 (color online). Tunnel junction with amplitude T at
x ¼ 0 between two interacting one-dimensional wires. Via an
entangler biased with a voltage V, two spin-entangled electrons
are injected simultaneously at x1 in wire 1 and at x2 in wire 2 with
an amplitude I, and subsequently decay into collective spin and
charge excitations. The current expectation values I1;2 measured
at x; ~x at the far opposite side of the junction and their cross
correlations are influenced by the entanglement of the original
electrons.
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which describe tunneling of right-moving spin s electrons
from wire j into wire k. In this way we can distinguish two
events: an electron tunnels out of wire 1 (1 → 2), and an
electron tunnels into wire 1 (2 → 1). One increases and the
other decreases the current, but both add to the noise. Their
strength is given by the overlap of the corresponding
final state Uð1Þsj↓↑i with its spin-flipped counterpart
h↑↓jUð1Þ−s†; i.e., a process has a large rate if the final
state after one tunnel event is mostly invariant under spin
flip. This will be a key observation to interpret the results.
The factor 1þ g=2 is caused by charge fractionalization
[61]. When measuring the current or noise not in the TLL,
but in Fermi liquid reservoirs to the right of the beam
splitter, the complete charge will be detected [59,60,
62–66]. Formally, this corresponds to setting g → 1 in
the prefactors (but not in the correlation functions) of
Eqs. (6) and (7). This, however, only leads to minor
quantitative changes, so we will not make the distinction
in the following.
In the noninteracting (g ¼ 1) and in the symmetric

(x1 ¼ x2) cases, the time integrals in Eqs. (6) and (7)
can be solved analytically. At g ¼ 1, the exchange noise is a
Lorentzian of d ¼ x2 − x1,

Sð2Þexc12 ¼ e2
Γ2e

2

���� T
ℏvF

����
2 1

4þ ðd=aÞ2 ; ð8Þ

meaning that there can only be an exchange process if the
spins meet at the tunnel junction. Like in earlier non-
interacting results in energy [31,34,35] and time domain
[67], nonzero exchange noise requires orbital overlap.
Interactions decrease the exchange signal. At x1 ¼ x2
the power law Sð2Þexc12 ∝ (ð1þ gÞ=2)2ð2g−1 þ 1Þ−ðg−1þgÞ=2

is obtained.
As expected, the exchange current vanishes exactly

without interactions, since the two amplitudes in Eq. (6)
cancel. This is already true when spin-charge separation is
neglected, i.e., when setting vρ ¼ vσ. For vρ ≠ vσ, however,

a numerical integration of Eq. (6) demonstrates that Ið2Þexc1

is nonzero in general (Fig. 2). This confirms that entangle-
ment can be detected in the many-body system by current
measurements only and that the phenomenon of spin-
charge separation is essential. It induces a crucial asym-
metry between the two competing processes, which goes
unnoticed if both are summed up (current noise), but is
relevant if they are subtracted (mean current).
The behavior of the exchange current in Fig. 2 can be

qualitatively understood in the following way: In the
nanowires, the two injected electrons decay each into a
collective charge density excitation hR↑j∂xθiρðx; tÞjR↑i ¼
(ð1 þ gÞ=2)δa(x − xi − vρðt − t0Þ) þ (ð1 − gÞ=2)δa(x −
xi þ vρðt − t0Þ) and a collective spin density excitation
hR↑j∂xθiσðx;tÞjR↑i¼δa(x−xi−vσðt−t0Þ), where δaðxÞ ¼
ð1=πÞ(a=ða2 þ x2Þ) [11,59]. They propagate with different

velocities vρ;σ and have a nonzero spatial extent a due to the
finite bandwidth.When one of them reaches the tunnel point
at x ¼ 0, there is a charge or spin imbalance across the
junction, which is compensated by a tunneling event: when
the spin-down excitation in wire 1 arrives at the junction,
either a spin-down electron can tunnel out of wire 1, or a
spin-up electron can tunnel into wire 1. So, quite intuitively,
spin excitations alone do not create a charge current on
average [68]. When, however, the charge excitation in wire
1 arrives at the tunnel contact, the charge imbalance induces
only tunneling fromwire 1 into wire 2 [first term in Eq. (6)].
It suffices to consider the case inwhich a spin-down electron
tunnels [69]. As illustrated in Fig. 3(a), an additional charge
excitation and an additional spin-down excitation are
created in wire 2, and a spin-down hole is left behind in
wire 1. This final state is invariant under spin flip if the two
opposite spin excitations now present in each wire com-
pensate. In wire 1, the spin hole must be compensated by the
spin-down excitation from the injection. Because it is
created at the position of the charge excitation, spin-charge
separation makes this compensation impossible, unless the
injection point in wire 1 is near the tunnel junction, so that
both excitations are still close. In wire 2, the spin-down
excitation produced by tunneling needs to coincide with the
spin-up excitation created at injection, so the process is
strong if x1=vρ ¼ x2=vσ. Following the same reasoning, the
competing process 2 → 1 is strongest if x2=vρ ¼ x1=vσ.
Unless vρ ¼ vσ these conditions cannot be fulfilled simul-
taneously, so the two processes do not cancel and the

FIG. 2 (color online). Exchange contributions to the tunnel
current in wire 1 and the zero-frequency current cross-
correlations between wire 1 and wire 2 (right inset) for different
interaction parameters g and injection distances. ðx1 þ x2Þ=2 ¼
−15a is fixed. The exchange contribution to the tunnel current
is nonzero if x1 ≈ x2 because spin-charge separation induces an
asymmetry between the two directions of tunneling. The arrow
tips indicate the expected positions of the maxima, cf. Eq. (9).
Gray lines represent equidistant intermediate g values. The
exchange part of the current noise is finite only if the spins
meet at the junction. Left inset: analytic approximation, Eq. (11).
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exchange current becomes nonzero [Fig. 3(b)]. Using
gvρ ¼ vσ, the two conditions can be combined as

x2 − x1
x2 þ x1

¼ � g − 1

gþ 1
ð9Þ

and become manifest as extrema in the exchange current
(indicated by arrows in Fig. 2). Similar peaks reflecting
spin-charge separation are already present in the direct
terms (cf. the Supplemental Material [53]).
Quantitatively, the final state 1 → 2 is

j1 → 2i ≔
X
t

ψ†
2↓ð0; tÞψ1↓ð0; tÞψ†

1↓ðx1; t0Þψ†
2↑ðx2; t0Þji;

ð10Þ

where t ∈ fx1=vρ; x1=vσ; x2=vσg is summed over all pos-
sible tunnel times (including the spin-induced events to
allow for interference effects). The corresponding process
strength is P1→2 ≔ h g1 → 2j1 → 2i, where j g1 → 2i is the
spin-flipped final state, obtained by flipping all spin indices
in Eq. (10). Constructing P2→1 analogously, the exchange
current becomes

Ið2Þexc1 ≈ eΓ2e

���� T
ℏvF

����
2 1þ g

2
ðP2→1 − P1→2Þ: ð11Þ

All features of the numerics are reproduced by this
expression (Fig. 2, left inset). From the explicit form of

Pi→j, which is calculated in the Supplemental Material
[53], we extract that the exchange current decays as
Ið2Þexc ∝ jx1 þ x2j−3.
Biased injection.—Time controlled pointlike pair injec-

tion into QH edge states has recently been demonstrated
with charge pumps [70]. A CPS operated at a constant
voltage, on the other hand, can be modeled by a pair-
tunneling Hamiltonian which takes into account a voltage
induced phase difference [71] instead of the initial state
approach. The voltage gives rise to a length scale
∼ℏvF=eV. At large bias, eV → ℏvFa−1, the injection
becomes as pointlike as allowed by the bandwidth and
we recover the results of the initial state approach. At low
voltages, it follows from standard renormalization group
arguments that physical quantities like the current depend
on the ratio of x1;2 and the length scale set by the voltage
[53]. In particular, the exchange currents at two voltages V,
V 0 are related through

Iexc1x1;x2
ðVÞ ≈

�
V
V 0

�
g−1þg−1

Iexc
1ðV=V 0Þx1;ðV=V 0Þx2ðV 0Þ: ð12Þ

This means that in order to access the x1;2 dependency
illustrated in Fig. 2 experimentally, it is not necessary to
actually move the injection points. Rather, varying voltages
can be applied to a fixed geometry sample (cf. the
Supplemental Material [53]). In a QH realization, the
length of different edges can be fine-tuned by appropriate
gating, which additionally gives direct access to x1;2.
To estimate the signal strength, we assume that the

distance between the tunnel junction and the injection
points is on the order of the length set by the bias voltage,
x1 ¼ ℏvF=eV and x2 ¼ 3ℏvF=eV. At smaller distances
injection and tunneling cannot be regarded as distinct
events. While not changing the physics, this considerably
complicates quantitative predictions. At much larger dis-
tances, disorder and spin decoherence may become rel-
evant. Employing the scaling relation [Eq. (12)], we obtain
Iexc1x1;x2

ðVÞ ≈ e2ℏ−1VIexc;init1x1¼a;x2¼3a=ðevF=aÞ, where Iexc;init1 is
the exchange current obtained in the initial state approach.
To remove the explicit dependency on the cutoff we have
used g−1 þ g − 1 ≈ 1, a valid approximation for a common
nanowire interaction parameter g ¼ 0.8. A CPS is operated
at voltages below the superconducting energy gap of about
1 meV (Nb), such as V ∼ 0.1 mV. For a total transmission
jIj2jTj2 ∼ 10−2ℏ4v4F, with I the injection amplitude,
the exchange current is on the order of a few pA, a
well-accessible value in experiments. With vF ¼ 105 m=s,
the injection distances become jx1j ∼ 500 nm and
jx2j ∼ 1500 nm.
The primary challenge when designing an entanglement

detection scheme which is not based on the violation of a
Bell-type inequality is to isolate the exchange contribution
from the background given by the direct contributions
and measurement noise. This is particularly true for the

(a)

(b)

FIG. 3 (color online). Exchange process. (a) x1 ≪ x2. When the
charge excitation of electron 1 (dashed line) reaches the tunnel
junction at x ¼ 0, the charge imbalance can trigger a tunnel event.
This creates a new charge excitation and a new spin excitation
in wire 2 and leaves behind a spin hole in wire 1 (all marked
by stars). Spin and charge excitations are drawn with different
height for better visibility. (b) For suitable injection points
x1=vρ ¼ x2=vσ the new spin excitations compensate the one
already present in each wire, leading to a strong exchange
process. The competing process cannot have spin compensation
at the same time and is weak. This asymmetry caused by spin-
charge separation gives rise to a finite exchange current.
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exchange current, which is 2 to 3 orders of magnitude
smaller than the background. When changing the phase
angle φ linearly, the exchange contribution oscillates and
can be isolated easily via lock-in amplification from the
direct signal, which remains unaffected, cf. Eq. (3). All
other parameters can then remain fixed. One way to
influence φ is given by the Rashba spin-orbit interaction
[72] present in nanowires: when applying a transversal
electric field E (illustrated by the gray back gates in Fig. 1),
spin-up and spin-down electrons acquire different Fermi
vectors kF � kR [32] where kR ¼ 2π=λR ∝ E is tunable via
back gates [73,74]. In this way, until reaching the tunnel
junction a relative phase φ ¼ 4πðx1 − x2Þ=λR ∝ E is col-
lected. Recent experiments on InAs wires show that the
Rashba length λR can become as short as 150 nm [75]
which allows for several oscillation periods at the beam
splitter size as estimated above. When ramping the electric
field E up and down in a triangular fashion, the exchange
current oscillates continuously. Entanglement can thus
be detected without any magnetic element or correlation
measurement.
To conclude, we have demonstrated how, due to spin-

charge separation, the hallmark of TLLs, spin entanglement
affects the average charge current in an electronic beam
splitter. The underlying mechanism can be fully understood
in terms of collective excitations. In addition to traditional
entanglement detection schemes based on spin filters
and correlation measurements, which have proven to be
notoriously difficult to implement, this effect allows for a
promising new approach.
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