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We have studied the superconducting Sið111Þ-ð ffiffiffi
7

p
×

ffiffiffi
3

p Þ-In surface using a 3He-based low-temperature
scanning tunneling microscope. Zero-bias conductance images taken over a large surface area reveal that
vortices are trapped at atomic steps after magnetic fields are applied. The crossover behavior from Pearl to
Josephson vortices is clearly identified from their elongated shapes along the steps and significant recovery
of superconductivity within the cores. Our numerical calculations combined with experiments clarify that
these characteristic features are determined by the relative strength of the interterrace Josephson coupling at
the atomic step.
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The recent discovery of superconductivity in silicon
surface reconstructions with metal adatoms was an unex-
pected surprise because they are regarded as one of the
thinnest two-dimensional (2D) materials ever possible
[1–5]. This class of surface 2D materials has now become
relevant for extensive superconductor research in progress
[6–9]. Notably, these new studies have been advanced by
surface analytical techniques such as scanning tunneling
microscopy (STM) [1,5,7,8] and ultrahigh vacuum (UHV)-
compatible transport measurement [2–4,10,11].
One ubiquitous feature of these surface systems is the

presence of atomic steps. Atomic steps are considered to
strongly affect electron transport phenomena, because they
potentially decouple neighboring surface terraces [12–15].
This could prevent superconducting currents from running
over a long distance. The presence of supercurrents through
atomic steps has indeed been demonstrated by direct
electron transport measurements [2–4], and recent experi-
ments indicated that atomic steps work as Josephson
junctions [2,5]. Nevertheless, direct evidence of
Josephson coupling has not been obtained yet, and possible
local variation of its strength has remained an open issue.
This problem is also closely related to Josephson junctions
formed at the grain boundaries in thin films of high-Tc
cuprates, which are of technological importance [16,17].
In this Letter, we report on compelling evidence of

the Josephson coupling at atomic steps on the surface
superconductor Sið111Þ-ð ffiffiffi

7
p

×
ffiffiffi
3

p Þ-In [referred to as
ð ffiffiffi

7
p

×
ffiffiffi
3

p Þ-In]. Zero-bias conductance (ZBC) images
taken with a low-temperature (LT) STM reveal that vortices
are present at atomic steps after magnetic fields are applied.
The crossover behavior from Pearl to Josephson vortices is
evident from their characteristic elongated shapes and
significant recovery of superconductivity within their cores.

This identification is strongly supported by our numerical
calculations, which clarify their dependence on the inter-
terrace Josephson coupling at the atomic step.
The experiment was performed using a UHV-LT STM

constructed at the Institute of Solid State Physics,
University of Tokyo. The STM head was accommodated
within a 3He-based cryostat combined with a solenoid
superconducting magnet, where magnetic field was applied
in the normal direction to the sample surface [18]. The
temperature of the STM head Thead reaches below 0.5 K,
which is sufficiently lower than the superconducting
transition temperature Tc ≈ 3 K of the ð ffiffiffi

7
p

×
ffiffiffi
3

p Þ-In sur-
face [1–4]. Samples were prepared by thermal evaporation
of In onto a clean Si(111) substrate followed by annealing
in UHV [1–3,11,19,20]. Subsequently, the surface ð ffiffiffi

7
p

×ffiffiffi
3

p Þ-In structure was confirmed by reflection high energy
electron diffraction (RHEED) and STM [for representative
data, see Figs. 1(a) and 1(b)]. The dI=dV spectra were
recorded at a constant STM tip height in the ac lock-in
detection mode by sweeping the sample bias voltage Vs.
ZBC images were taken at Vs ¼ 0 mV in the same mode
after the feedback was stabilized at Vs ¼ 20 mV at each
pixel point.
First, we characterized our samples by measuring vor-

tices on a flat area. Figure 1(c) shows a ZBC image taken
within a terrace of the ð ffiffiffi

7
p

×
ffiffiffi
3

p Þ-In surface under a
magnetic field of Bext ¼ 0.04 T. The bright round regions
(corresponding to high ZBC) indicate that vortices were
created due to the penetration of the magnetic field [21,22].
Namely, while ZBC is low in the superconducting region
due to the presence of the energy gapΔ, it recovers towards
the normal-state value as Δ is suppressed within the vortex
core [23]. To confirm this assignment, we obtained a series
of site-dependent dI=dV spectra across the left bright
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feature [Fig. 1(d)]. At the location farthest from its center
(marked as A), the dI=dV spectrum exhibited a character-
istic superconducting energy gap structure with a dip
around the zero bias and coherence peaks at
Vs ¼ �0.60 mV. Our fitting analysis based on the
Dynes formula with s-wave gap function [24] gives an
energy gap Δ ¼ 0.39 meV, quasiparticle lifetime broad-
ening Γ ¼ 0.00 meV, and the sample temperature
Tsample ¼ 1.3 K. [25] (see the black line overlapped on
curve A). As the spectral site approached the center
(marked as B), the zero-bias dip and the coherence peaks
were both strongly suppressed, indicating breaking of
superconductivity. We note that the vortices found here
should be called Pearl vortices (PVs) because the present
system consists of an atomically thin 2D superconductor
[26–28]. For the following images, ZBC is normalized by
the dI=dV value at a coherence peak at each pixel point to
enhance the signal-to-noise ratio.
Further experiments on wider surface regions allowed us

to access more details of vortices in the present system.
Figure 2(a) shows a STM topography image with an area of
500 nm × 1500 nm. The surface consists of flat terraces
separated by steps with the single atomic height of 0.31 nm,

which are indicated as α, β, γ, and δ from top to bottom.
ZBC images were taken on the same area under different
magnetic fields of Bext ¼ 0.08; 0.04; 0 T in this order, as
displayed in Figs. 2(b)–2(d). The locations of the atomic
steps are designated by thin solid lines. At Bext ¼ 0.08 T,
PVs with bright round features formed a closely packed
triangular lattice within each terrace. Reduction of the
magnetic field to Bext ¼ 0.04 T decreased the number of
vortices on terraces as expected.
When the magnetic field was set to zero, vortices

disappeared from the terraces, but slightly bright regions
remained at some points along the steps [Fig. 2(d)]. Note that
similar features were also present along the steps at finite
fields [Figs. 2(b) and 2(c)]. They are not simply regions
where superconductivity is suppressed due to the presence of
steps or disorder nearby. This is evident from the fact that the
features change their positions under different magnetic
fields, as seen from comparison of features A and A0.
Similarly, comparison of regions C and C0 shows that
ZBC increased at this location [see Fig. 2(e) for the ZBC
profiles]. Furthermore, a sudden change in contrast is visible
near feature B, indicating that it is mobile even under a
constant field. The above observations clearly show that
these bright features are vortices trapped at the atomic steps.
The vortices at steps are anomalous when compared to

the PVs on terraces. Here we focus on vortices A0; B0, and
C0 in Fig. 2(d). First, their shapes are elongated along the
steps as seen from vortices A0 and B0; the full width at half
maxima (FWHM) along and across the step are 162 and
80 nm for vortex A0, and 213 and 103 nm for vortex B0 [29].
Vortex C0 is largely spread along the step and appears to be
disturbed by defects and/or temporal fluctuations. In
contrast, PVs are isotropically round as seen from vortex
D in Fig. 2(c), with a FWHWof 94� 5 nm. Second, ZBC
values measured at the centers are lower than those for PVs.
This is quantitatively depicted in Fig. 2(e) as the ZBC
profiles taken along the thick lines across vortices A0, B0,
C0, and D. It means that the superconducting energy gap at
the core recovers towards the zero-field value, while there is
essentially no energy gap for a PV [21,23]. As explained
below, these anomalies are the direct consequences of
crossover to the Josephson vortex (JV) and show that the
atomic steps work as Josephson junctions [30].
Suppose that a vortex is created by penetration of the

magnetic field through a Josephson junction line and its
surrounding region. Here the phase evolution due to
supercurrent circulation around the core includes phase
shifts Δϕ at Josephson junctions. In the simplest case, Δϕ
is related to the supercurrent density Js through the
following relation [23]:

Js ¼ Jc sin½Δϕ − ð2π=Φ0Þ
Z

AðsÞ · ds�; ð1Þ

where Jc, Φ0, and
R
AðsÞ · ds denote the critical current

density of the Josephson junction, magnetic flux quantum

FIG. 1 (color). (a) Representative RHEED pattern of a ð ffiffiffi
7

p
×ffiffiffi

3
p Þ-In surface. Electron beam energy: 2.5 keV. (b) Representa-
tive STM image taken on a ð ffiffiffi

7
p

×
ffiffiffi
3

p Þ-In surface. Set point:
500 mV, 50 pA. (c) Zero-bias conductance image taken on a
ð ffiffiffi

7
p

×
ffiffiffi
3

p Þ-In surface at Thead < 0.5 K and at Bext ¼ 0.04 T. Set
point: 20 mV, 200 pA. Bias modulation: 610 Hz, 200 μV. The
bright round features show Pearl vortex cores. (d) Series of
dI=dV spectra taken across the center of the left bright region. Set
point: 20 mV, 600 pA. Bias modulation: 610 Hz, 50 μV. The
curves are offset vertically for clarity. The locations for individual
spectra are marked in the ZBC image in (c) in the same colors as
used for spectral curves. The black curve is the result of fitting to
curve A using the Dynes formula.
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(¼ h=2e), and path integral of vector potential at the
junction, respectively. This leads to two important proper-
ties regarding the vortex [31]. First, the circulation of
supercurrent near the center is strongly deformed and the
vortex core is elongated along the junction line by a factor
of ðJc=J0Þ−1, where J0ð> JcÞ is the critical current density
in the superconducting regions. Second, the breaking of
superconductivity around the core is weakened as Jc=J0
decreases. The amplitude of the superconducting order
parameter at the center jΨcenterj is given by

jΨcenterj ≈ ½1 − ðJc=J0Þ2�jΨ0j; ð2Þ

where jΨ0j is the order parameter in the absence of
magnetic field and supercurrent. The vortex should be
called a JV when the supercurrent distribution near the
junction line is nearly parallel and the suppression
ΔjΨcenterj≡ jΨ0j − jΨcenterj ≈ ðJc=J0Þ2jΨ0j is sufficiently
smaller than jΨ0j. This terminology is consistent with the
common usage of JVs in layered superconductors, which
are created by magnetic field parallel to the layers [32–34].
To compare the theoretical prediction with our experi-

ment more directly, we numerically calculated the order
parameter and the density of states (DOS) using the
Bogoliubov–de Gennes (BdG) equation for a 2D tight-
binding model:

X
j

� K̂i;j Δ̂i;j

Δ̂�
j;i −K̂�

i;j

��
uγðrjÞ
vγðrjÞ

�
¼ Eγ

�
uγðriÞ
vγðriÞ

�
: ð3Þ

The single particle part is given by K̂i;j ¼ −tij×
exp ½iðπ=Φ0Þ

R rj
ri AðsÞ · ds� − μδij, with tij the hopping

strength. The Josephson junction was modeled as a straight
line with one atomic spacing where the hopping strength ts
is reduced from a constant hopping strength t elsewhere.
Then the Josephson parameter Jc=J0 is represented by
the ratio ts=t according to the Ambegaokar-Baratoff equa-
tion [35]. Equation (3) was solved self-consistently [36–38]
to obtain the pair potential ΔðriÞ ¼ Δ̂i;j ¼ δijV

P
γuγðriÞ ×

vγðrjÞfðEγÞ and DOSNðE;riÞ¼
P

γjuγðriÞj2δðE−EγÞ [39].
Figures 3(a)–3(f) display the order parameter ΨðrÞ ¼

ΔðrÞ=V [3(a), 3(c), and 3(e)] and zero-energy DOS NðE ¼
0; rÞ [3(b), 3(d), and 3(f)] calculated for ts=t ¼ 0.8; 0.4; 0.1.
For ΨðrÞ, its amplitude jΨðrÞj and phase ϕðrÞ are shown in
the upper and lower panels within each figure, respectively.
The location of the Josephson coupling line (where tij ¼ ts)
is indicated by the dashed lines. While the suppression of
jΨðrÞj is strong and the spatial distribution of ϕðrÞ is almost
cylindrically symmetric for ts=t ¼ 0.8, the former becomes
weaker and the latter is elongated along the junction line as
ts=t is reduced to 0.4 and 0.1. Accordingly, the character-
istics of NðE ¼ 0; rÞ are changed; its magnitude around the
center is decreased as ts=t is reduced, while the spatial
distribution becomes strongly elliptic. Considering that

FIG. 2 (color). (a) Large-scale STM image of a ð ffiffiffi
7

p
×

ffiffiffi
3

p Þ-In surface, where the terraces are separated by atomic steps marked as α, β,
γ, and δ from top to bottom. Set points: 90 mV, 10 pA. (b)–(d) ZBC images of the same area as shown in (a) taken under different
magnetic fields Bext: (b) Bext ¼ 0.08, (c) Bext ¼ 0.04, (d) Bext ¼ 0 T. Set point: 20 mV, 200 pA. Bias modulation: 610 Hz, 200 μV. The
positions of the atomic steps are depicted by thin solid lines. (e) Spatial profiles of ZBC plotted along the thick solid lines shown in
(c) and (d), which are indicated by the nearby markers A0, B0,C0,C, andD. (f) Magnified topographic images at steps α, γ, and δ cut from
the regions marked by the rectangles in (a).
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ZBC is proportional to DOS, this evolution directly
corresponds to the observed changes for vortices A0, B0,
and C0 in Fig. 2(d). Thus, the coupling strength Jc at steps
α; γ; δ decreases in this order. From the comparison of the
experiment and the theory, Jc=J0 is estimated to be∼0.4 for
step γ where vortex B0 is located. Step δ has a weak
coupling Jc=J0 ≪ 0.4 and, according to the above defi-
nition, vortex C0 can be safely called a JV. We estimate
Jc ¼ 1.8 A=m from the previous macroscopic transport
measurement [2] and J0 ¼ 19–62 A=m from the present
study, leading to Jc=J0 ¼ 0.029–0.095. [41] This justifies
our theoretical analysis because Jc determined above
should reflect the weakest interterrace coupling, being
consistent with Jc=J0 ≪ 0.4 at step δ.
The differences in Jc=J0 clarified above may be attrib-

uted to the local atomic-scale structures along the steps.
Figure 2(f) shows topographic images near steps α, γ, δ
where vortices A0, B0, C0 are located [marked by the
rectangles in Fig. 2(a)]. Grooves are visible along step δ,
indicating that the superconducting indium layers did not
grow up to the step edge. This should result in a weak

electronic coupling between the upper and lower terraces
[14] and, hence, in a low Jc=J0. In contrast, such a structure
is nearly absent for step α, which helps to establish a
stronger interterrace coupling.
Finally, we remark on possible JVs in Fig. 2(b) under a

high magnetic field. All visible bright features in the image
counts for a number of vortices Nvis ¼ 26, which is
different from Ntheory ¼ BextS=Φ0 ¼ 29 (imaging area
S¼500nm×1500nm, Bext¼0.08T, Φ0¼2.07×10−15T).
The missing flux quanta are Ntheory − Nvis ¼ 3 and they
should exist as JVs along step δ.
In conclusion, we have observed the crossover from PV

to JVat atomic steps on the ð ffiffiffi
7

p
×

ffiffiffi
3

p Þ-In surface by taking
ZBC images using a LT STM. The present work provides
compelling evidence and local information for Josephson
coupling at atomic steps.
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