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Using time-and angle-resolved photoemission spectroscopy, we determine directly energy-, momentum-,
and time-resolved distributions of hot electrons photoinjected into the conduction band of GaAs, a
prototypical direct-gap semiconductor. The nascent distributions of photoinjected electrons are captured for
different pump photon energies and polarization. The evolutions of hot electron distributions in ultrafast
intervalley scattering processes are resolved in momentum space with fs-temporal resolution, revealing an
intervalley transition time as short as 20 fs.
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Ultrafast scattering of highly energetic carriers in semi-
conductors is the key process that ultimately determines
functional limits and properties of micro- and optoelec-
tronics, being a strategic research field in the past two
decades [1,2]. For over 40 years ultrafast optical spectros-
copy has been developed that complements the transport
measurements by capturing scattering dynamics. Despite
accumulating knowledge, a clear understanding of the
physics involved in dynamic scattering processes remains
elusive due to the high complexity of the problem [1,2].
In addition, a greater understanding of scattering processes
over the whole Brillouin zone has become critically
important as current dimensions of nanoscale devices are
comparable to carrier scattering lengths where fundamental
quantum-mechanical scatterings determine key electronic
properties [3–5].
Transient electron distribution functions (EDF’s) provide

the key information necessary to elucidating incoherent
scattering dynamics [2]. In fact, EDF’s experimentally
determined so far provided deeper insight into the proc-
esses, e.g., electronic thermalization of hot electrons [6],
transient electron velocity overshoot in nanostructured
semiconductors [7], and intravalley hot-electron relaxation
in Si [8]. However, directly determined transient EDF’s are
rare in ultrafast scattering processes. In most cases, they
have been inferred indirectly, using theoretical modeling
[9–11]. Because many assumptions and approximations are
used in the modeling, an understanding of several impor-
tant scattering processes still remains incomplete [1].
Ultrafast intervalley scattering (IVS) of hot electrons in

semiconductors is one such issue to be explored using
directly determined EDF’s. Intervalley scattering in GaAs
has been studied extensively using various optical tech-
niques. However, reported transition times range from 80 to
540 fs for Γ-to-L scattering [12–16]. The wide dispersion of
reported transition times and strong dependence on exci-
tation density and temperature [14,15] have yet to be
reconciled. Although decay times on the order of a few

tens of fs in optical signals have been ascribed to the IVS
[17–20], the details of the scattering processes and mech-
anisms have not been elucidated thoroughly.
Here we report a new methodology to determine transient

EDF’s resolved in energy and momentum spaces with
fs-temporal resolution. Using time- and angle-resolved
photoemission spectroscopy, we capture directly the nascent
photoinjected-electron distributions in the conduction band
(CB) of GaAs. Furthermore, by resolving fs-temporal
changes in EDF’s, we reveal important features of ultrafast
IVS of hot electrons.
Zn-doped p-type GaAs (110) wafers with resistivity of

4.8 Ω cm were cleaved under ultrahigh vacuum conditions
(<5 × 10−11 Torr). Surface structures were characterized
in situ by a scanning tunneling microscope prior to photo-
emission measurements [21]. A laser system, consisting of a
Ti-sapphire laser oscillator, a regenerative amplifier, and a
tunable optical parametric amplifier, generated 50-fs laser
pulses centered at photon energies between 1.7 to 2.4 eV. A
part of the amplified fundamental output at 824 nmwas used
to generate the 70-fs third harmonic pulses for probing
photoemission. Pump and probe pulses, with a preset time
delay (Δt), were aligned coaxially and focused on the
sample surfaces at 45° to normal. A hemispherical electron
analyzer operated in an angle-resolved lens mode, and a
two-dimensional image-type detector served as the electron
spectrometer. Photoelectron images were recorded as a
function of kinetic energy and emission angle of photo-
electrons. The energy resolution with fs-probe light was
50 meV, while angle resolution was �1°.
Figure 1(a) displays the band diagram of GaAs [22–24].

Figures 1(b) and 1(c) show photoemission maps as a
function of electron energy ε and emission angle θ,
measured at Δt ¼ 20 fs with s-and p-polarized 2.21 eV
pump pulses, while Fig. 1(d) shows the map at Δt ¼ 10 ps.
The scale of ε is referenced to the conduction bandminimum
(CBM), which can be determined precisely based on data
shown in Fig. 1(d). We abbreviate the photoemission
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intensity as Iðε; θ;ΔtÞ, hereafter. For the pump-photon
energy (hνpump) of 2.21 eV, transitions from heavy-hole
(HH), light-hole (LH), and split-off (SO) valence bands to
the CB are possible. In fact, the normal emission spectra
(θ ¼ 0) of the images in Figs. 1(b) and 1(c), as shown in
Fig. 1(e), demonstrate that the initial states of photoemission,
or the final states of photoexcitation, consist of three peaks at
0.71, 0.53, and 0.30 eV. The photoemission maps show
highly polarization-dependent features in both intensity and
angular distribution. Since the photoemission is probed
using the same p-polarized 4.51-eV light, the polariza-
tion-dependent features reflect directly the photoexcitation
processes.
As displayed in Fig. 1(f), the [110] crystal axis is aligned

along the surface normal, and the [110] and [001] axes
define the detection plane. The relation between the bulk
Brillouin zone (BBZ) and the surface Brillouin zone (SBZ)
is also shown under this geometry. As the emission angle θ
corresponds to electron momentum (k==) parallel to the
surface along the Γ̄-Ȳ direction of the SBZ, the measured
photoemission image represents a one-dimensional cut,
along Γ̄-Ȳ of the SBZ, of the two-dimensional projection of
three-dimensional electron distributions. The projection has
the following characteristics. First, all states along the Γ-K

direction in the BBZ are projected at Γ̄, contributing to
normal photoemission. Second, the states along the Γ-X in
the BBZ are projected on the Γ̄-Ȳ direction with k== ¼ kX.
Third, the states along the Γ-L in the BBZ are projected on
the Γ̄-Ȳ direction with k== given by k== ¼ kL cosð54.7°Þ.
Here kX and kL are wave vectors along the Γ-X and Γ-L
directions. The dispersion of the CB along the Γ-L and Γ-X
directions is calculated as a function θ assuming a constant
ionization potential (see Supplemental Material [26]), and
plotted by the solid and broken curves in Figs. 1(b), 1(c),
and 1(d).
The polarization selection rule [25] predicts that the

transition from the HH (Σ2) or LH (Σ1) band at Σ is
selectively allowed under s- or p-polarized excitation in the
present geometry. In fact, the intensity around k== ¼ 0 for
the highest-energy peak injected from the HH band is
intense only for s-polarized light, while the intensity
around k== ¼ 0 of the second-energy peak from the LH
band is intense only for p-polarized light. For p-polarized
light, the highest-energy peak shows maxima at θ ¼ �9°,
corresponding to k== ¼ 1.2 × 107 cm−1 as in Fig. 1(c). The
selection rule predicts allowed transitions from the HH
band to the CB along Γ-X at kX ¼ 1.36 × 107 cm−1, in
reasonable agreement with our result. For s-polarized light,

FIG. 1 (color). (a) A part of the band structure of GaAs (Ref. [22]). Energy is referenced to the conduction-band minimum.
The symmetries of spatial parts of wave functions are given for the points involved in the interband transitions (Ref. [25]). Green (blue)
arrows show typical allowed optical transitions for s-(p-) polarized 2.21-eV photons. (b) The image of photoelectrons 20 fs after
excitation with s-polarized 2.21-eV light pulses. (c) The image of photoelectrons 20 fs after excitation with p-polarized 2.21-eV light
pulses. (d) The image of photoelectrons 10 ps after excitation with s-polarized 2.21-eV light pulses. In (b), (c), and (d), the color scale
indicates the photoemission intensity. (e) Normal photoemission spectra in the images in (b) and (c). The intensities at θ ¼ 0� 0.5° are
integrated. (f) Experimental geometry of photoemission measurements, and the relation between the surface Brillouin zone and bulk
Brillouin zone for GaAs with (110) surface under this geometry. The plane shown by light blue is the projection plane, and the red arrow
within the plane shows the direction from the Γ to L points.

PRL 113, 237401 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

5 DECEMBER 2014

237401-2



the peak from the LH band is detected at θ ¼ �7.5°, which
correspond to k== ¼ 9.2 × 106 cm−1. The selection rule
predicts the transition at kL ¼ 1.31 × 107 cm−1 along the
Γ-L line, corresponding to k== ¼ 7.57 × 106 cm−1, and that
at kX ¼ 1.19 × 107 cm−1 along the Γ-X line. The overlap of
the two transitions makes the angle distribution broader with
the mean value of k== ¼ 9.73 × 106 cm−1, as we observe.
Figure 2(a) displays the angle-integrated spectra of

Iðε; θ; 20 fsÞ measured at Δt ¼ 20 fs for s-polarized light
with hνpump ranging from 1.7 to 2.3 eV. The solid, chain,
and dotted curves in Fig. 2(a) show the predicted final-state
energies in the CB for transitions from HH, LH, and SO
bands around Σ. The observed peak energies agree rea-
sonably well with the predicted energies [24]. Therefore,
our photoemission spectroscopy captures directly the
nascent distribution of photoinjected electrons in the bulk
CB of GaAs.
Temporal changes in EDF’s reflect directly hot-electron

relaxation. To differentiate between relaxation pathways
that critically depend on the excess energy ε, we analyzed
the population dynamics of the highest-energy states, PHE
[34]. We evaluated PHE by integrating Iðε; θ;ΔtÞ over ε,
larger than the energy specified by the black arrow
indicated on each spectrum; the energy defines the point
providing one half of the highest-energy peak intensity.
Figure 2(b) shows the temporal changes of the PHE for
typical hνpump’s. The optical Bloch equation [35], incorpo-
rated with a rate equation, was used to analyze the initial

rise and population decay time T1, shown by solid curves,
and the persistent changes at longer Δt, shown by broken
curves (see Supplemental Material for details [26]). At
hνpump ¼ 1.70 eV, T1 ¼ 165 fs, and the decay is persistent
over Δt ¼ 500 fs. At hνpump ¼ 1.8 eV, the initial decay
rate increases, with T1 ¼ 40� 3 fs, and it increases further,
to T1 ¼ 22� 3 fs, for hνpump above 2.10 eV. In Fig. 2(a),
experimental results of minimum energies at L (EL) and X
(EX) valleys [23] are indicated by arrows. Taking our finite
energy resolution of 50 meV into account, a substantial
fractionofPHE athνpump ¼ 1.70 eVcomes fromstatesbelow
EL,whileall statesforPHE athνpump ¼ 1.80 eVareaboveEL,
but below EX. On the other hand, at hνpump ¼ 2.21 eV, all
states contributing to PHE are above EX. Therefore, ultrafast
decay channels become active at ε above EL.
The dynamics of ultrafast decay of hot electrons was

studied by measuring time-, energy-, and angle-resolved
EDF’s under hνpump ¼ 2.30 eV at excitation density ρ ¼
3.5 × 1017 cm−3. Figure 3(a) displays a map of angle-
integrated intensity over �15° as a function of Δt and ε,
showing temporal evolution of EDF’s in the Γ valley.
The spectra of angle-integrated EDF’s in the first 200 fs are
shown in Fig. 3(b); the population above EX is lost rapidly.
To quantify the changes in total population in the Γ valley,

FIG. 2 (color). (a) Angle-integrated photoemission spectra,
measured at Δt ¼ 20 fs, excited by s-polarized light pulses with
photon energies ranging from 1.70 to 2.38 eV. Excitation density
ρ is typically ≤5 × 1017 cm−3. (b) Temporal change of population
at the highest-energy states of the spectra (for definition see the
text) for excitation photon energies of 1.70 eV (ρ ¼ 4.7×
1017 cm−3), 1.80 eV (ρ ¼ 4.5 × 1017 cm−3), and 2.21 eV
(ρ ¼ 3.2 × 1017 cm−3). The solid curves show the best-fit sol-
utions of the optical Bloch equation, while the dashed curves
display rate-equation results that incorporate cascade effects of
relaxation. The black curve, labeled CC, displays the cross-
correlation trace between pump and probe pulses.

FIG. 3 (color). (a) The photoemission map for hot electrons in
the Γ valley injected by 2.30-eV light pulses as a function of
energy and Δt. The solid and broken lines labeled EL and EX
show the experimental values of L-and X-valley minima. (b) Red,
green, blue, light blue, and violet curves show angle integrated
distribution functions measured at 20-fs intervals ofΔt from 20 to
100 fs in order, and the black curve shows the function at
Δt ¼ 200 fs. (c) Temporal changes of the total photoemission
intensity integrated over ε and θ, (blue line), and of the population
at the highest-energy states, (red line), as a function of Δt. The
solid black curve shows the result of analysis by the diffusion
equation, and the broken curve is the best fit of the rate equation
model with the restoration of the total intensity. (d) The image of
photoelectrons 70 fs after excitation with 2.30-eV s-polarized
light. The color scale indicates the relative photoemission
intensity. (e) Photoemission intensities at ε ¼ 0.78� 0.3 eV as
a function of θ for Δt ¼ 20 fs (red line), and 70 fs (black line).
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the total photoelectron intensity, Iðε; θ;ΔtÞ integrated
over ε and θ, are plotted (blue curve) as a function of
Δt in Fig. 3(c). The intensity is rapidly quenched within
Δt ¼ 200 fs, but is restored again by Δt ¼ 1 ps. The
restoration between 0.3 to 1.5 ps can be approximated
by a time constant of 0.77 ps, as shown by the broken
curve. To examine the possible effects of carrier diffusion
from our probed region (∼10 nm from the surface) into the
bulk, we calculated the diffusion rate, using an absorption
coefficient at 2.30 eV [36] and an ambipolar diffusion
constant [37]. As shown by the solid curve in Fig. 3(c), the
carrier diffusion rate is slow, compared with the rapid
quenching of the total intensity, confirming that the ultra-
fast loss in the Γ-valley population is due to IVS. Therefore,
our result in Fig. 3(c) displays temporal changes in total
hot-electron population in the Γ valley for a whole process,
including photoinjection of hot electrons, their escape from
the Γ valley and the back scattering into the Γ valley.
Importantly, our direct determination of EDF’s provides
further insight into the IVS process.
First, we can capture directly the hot electrons scattered

into the L valley. Figure 3(d) displays photoemission maps
for θ from 0 to 35°, measured at Δt ¼ 70 fs. In the map, the
dispersions of the CB along Γ-L and Γ-X directions are
shown by solid and broken curves as in Fig. 1. At Δt ¼
−30 fs, only the photoinjected populations in the Γ valley
are detectable, while finite populations in the L valley
(θ > 15°) are clearly detected at Δt ¼ 70 fs. In Fig. 3(e),
photoemission intensities at ε ¼ 0.78� 0.3 eV, near the
peak energy for electrons photoinjected from the HH
band, are plotted as a function of θ for Δt ¼ 20 and
70 fs. As the Γ-valley intensity decreases, the L-valley
intensity increases concurrently. The rise time of the
L-valley population is identical to the decay time of the
Γ-valley population given by T1ð¼ 22� 3 fsÞ, probing
directly Γ-to-L scattering. The L-valley distribution at Δt ¼
70 fs shows a peak at θ ¼ 22°, which corresponds to kL ¼
5.43 × 107 cm−1, defining the wave vector of intervalley
phonons. As ε ¼ 0.78 eV is higher than EX, scattering into
the X valley may also be induced [14,15,18]. Therefore, T1

corresponds to the total transition rates into both the X and
L valleys.
Second, the results in Fig. (3) provide a unique feature of

ultrafast IVS. As seen in Fig. 3(b), during IVS, the three-
peak structure in the nonequilibrium distribution in the
Γ valley is maintained even at Δt ∼ 200 fs. An ensemble
Monte Carlo study reported that the presence of e-e
scattering modifies both population transition rates and
carrier densities in the satellite valleys, primarily by
reshaping the energy distribution of carriers in the Γ valley
[38]. However, the ultrafast IVS in the present case is not
associated with such energy redistributions of hot electrons
in the Γ valley even for ρ ¼ 3.5 × 1017 cm−3.
Importantly, our results have proven that IVS takes place

with a time constant as short as ∼20 fs for hot electrons

with ε > 0.7 eV. To obtain more insight into the mecha-
nisms, we studied the effects of excitation density and
temperature on T1 under 2.21-eVexcitation. Measurements
for ρ ¼ 6 × 1018 cm−3 at 293 K show that the nascent
distribution is significantly broadened (see Supplemental
Material [26]), but that T1ð21� 3 fsÞ is almost identical to
that at ρ ¼ 3.2 × 1017 cm−3. In contrast, the magnitude of
T1 measured at 100 K is 30� 2 fs, such that the rate, as
determined by 1=T1, becomes 73% of that measured at
293 K (see Supplemental Material [26]), suggesting some
roles played by the electron-phonon interaction.
In previous studies, ultrafast IVS with scattering times

less than 50 fs has been interpreted in terms of deformation
potential interaction [39–41]. The intervalley phonons
determined here for Γ-to-L scattering (zone-edge LO and
LA phonons for Γ-to-X scattering [41]) have frequencies of
typically 7.0 THz [42], the oscillation period of which is
much longer than the transition time. Therefore, the ultra-
fast IVS process is in the quantum kinetics regime [41]. A
rigorous analysis of temperature-dependent IVS rates
revealed above, including wave-number-dependent defor-
mation potentials of both LO and LA phonons [43] and the
quantum aspects of the interaction [41], will give crucial
information on the role of electron-phonon interaction in
the ultrafast IVS process.
Within a few tens of fs after excitation, the electronic

system evolves dynamically, governed by ultrafast proc-
esses including polarization dephasing [32] and the onset of
collective behavior [44]. Bigot et al. have suggested that a
unique electronic interaction specific to the short temporal
domain after excitation is a possible mechanism of ultrafast
IVS [20]. More generally, not only the electronic system
but the lattice system evolves dynamically, triggered by
coherent excitation of particular phonon modes [45].
Therefore, dynamical evolutions of both electronic and
lattice systems may be associated with ultrafast IVS, on the
order of 20 fs. We may define the transitions in the short
temporal domain as the dynamical transition, character-
istics of which are different from those under quasi-
equilibrated conditions. This distinction could explain
the significant differences in intervalley transition rates
measured using different methods.
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